# Lab03: Classification and Regression Prediction Models

**Handed out:** Wednesday, March 8, 2023

**Return date:** Friday, March 24, 2023, at the eLearning link **Lab03Submit** in the **Lab03** folder.

**Objectives:** Comparison of different classification as well as regression tree models and the evaluation of their predictive properties.

**Grades:** This lab counts 9 % towards your final grade

**Format of answer:** Your answers (statistical figures and verbal description) should be submitted electronically as Word document. Add a running title with the following information: Lab03, your name and page numbers. Use this document as template: add your answers for each subtask, i.e., 1 (a) etc., in a red color as well as any requested statistical figures. Trial and error answers will lead to a deduction of points. You are expected to hand in professionally formatted answers: use a fixed pitch font, like **Courier New**, for any ![](data:image/png;base64,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) code and output.

## Part 1: Classification trees [6 points]

You will be using for this part the dataset **mushrooms.csv** and split it into a stratified ***training*** data-frame with 2/3 of the observations and ***test*** data-frame with 1/3 observations. The dependent variable is **type**. Remove the variable **veil\_type** with **mushrooms$veil\_type <- NULL** because it is constant over all observations.

**Task 1:** Build a classification tree, properly prune the tree, and interpret the pruned tree. Show both the pruned and unpruned trees. Use the ***training*** data-frame. [1 points]

**Task 2:** Build a predictive model using the **randomForest** function with bagging based on the parameter **ntree**. Evaluate the relevance of the features. Use the ***training*** data-frame. [1 point]

**Task 3:** Build a predictive random forest model using the **randomForest** function and find the optimal hyper-parameter **mtry** for the number of features explored at each steps. Use the ***training*** data-frame. [1 point]

**Task 4:** Build a predictive boosted tree model using the function **gbm** and find the optimal depth hyper-parameter **interaction.depth**. Use the ***training*** data-frame. [1 point]

**Task 5:** Compare the models from tasks 1 to 4 for the ***test*** data-frame by using their **ROC** curves, the **auc** statistic, their prediction error rate and their overall node purity. Justify which model you would use to avoid mushroom poisoning. [2 points]

## Part 2: Regression trees [3 point]

You will be using for this part the dataset **redwines.csv** and split it stratified with just 3 matching strata into 2/3 ***training*** data and 1/3 ***test*** data. The dependent variable is **quality**.

**Task 6:** Build a pruned regression tree with all feature variables and interpret the pruned tree. Show the pruned and unpruned trees. For model calibration use the ***training*** data-frame. Calculate the model fit for the ***test*** data-frame. [1 point]

**Task 7:** Calibrate for the ***training*** data-frame with all feature variables a random forest model and identify its optimal hyper-parameters **ntree** and **mtry**. Evaluate the variable importance. Calculate the model fit for the ***test*** data-frame. [1 point]

**Task 8:** Calibrate for the ***training*** data-frame with all feature variables a boosted model and identify its optimal depth hyper-parameter **interaction.depth**. Calculate the model fit for the ***test*** data-frame. [1 point]