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2 a. The elbow method in the k mean clustering is way to find the optimal number of k for the k-mean clustering. The main idea of the elbow method is to run the k-mean clustering method for the range of values of k and for each value of the k calculate the sum of squared error (SEE). When plotting the SSE for the values of the k, it looks like an arm and the elbow of that arm provide the best value of the k.

2 b: The K-mean++ is an extension to the k-mean clustering algorithm. The approach leads to the constant factor improvement. The typical approach is to choose a data example as the center for cluster, choose another data example which is at least ε distance away from the first example as center for cluster.
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