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# **Abstract**

It is very common machine learning techniques to deal with noisy data, which may affect the accuracy of the resulting data models. For that reason, effective dealing with noise is a key aspect in machine learning to obtain reliable models from data. In this assignment, we address this issue by comparing how the noise affect linear, Lasso and Ridge regression on the final outcomes of 3 different datasets. We will compare the final outcomes from the original datasets with the outcomes from the noisy datasets. [ADD RESULTS OF REGRESSORS, poso diaforetika ephreazetai o kateh algorithmos me noisy data]
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# 1. Introduction

Machine learning techniques and more specifically supervised learning techniques, are applied to extract novel and interesting information from data collected out of real-world problems. An important characteristic of these datasets is that the data frequently contains noise. Noisy data may be the consequence of human error due to mistakes in the translation phase or due errors while collecting them. Noisy data, may produce bias to the learning process, and as a result, is more difficult for learning algorithms to form accurate models from them. Developing learning techniques that effectively deal with noisy data is a key aspect in machine learning.

        In this assignment we provide a comparison of the effect of attribute noise and class noise on three regression models (a) Linear Regression, (b)Lasso Regression, (c) Ridge Regression. We are going to use 3 different datasets from different domains, each of them describes a different regression problem. The first dataset is the *Boston Housing* dataset thatconcerns housing values in suburbs of Boston. [4] The second is *air Qualit*y dataset that contains instances of hourly averaged responses from metal oxide chemical sensors embedded in an Air Quality Chemical Multisensor Device. [5] And the third dataset, *nba players* generated by us and contains info about the performance of nba players. We used these datasets to generate the “noisy” version of them. Finally, having the clean and the noisy version of each dataset, we compared the effect of noise on the models created (9 different models, for each dataset 2 different kind of noise).

Training a linear regression model say we try to find out coefficients for the linear function that best describe the input variables by choosing a function to help us measure the error, this function called cost function. In regression problems, we need evaluation metrics designed for comparing continuous values. Mean Square Error (MSE) is the most commonly used regression loss function. MSE is the sum of squared distances between our target variable and predicted values. We would like to minimize the MSE function as much as possible, so the prediction will be as close as possible to the ground truth by updating the coefficients.

The results enable us to highlight the characteristics of the different approaches. The whole analysis is developed from the following null (initial) hypothesis.

*Initial hypothesis:* Given the characteristics of each learning technique, we initially propose that noisy training data don’t affect the final outcome of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression

The structure of the present paper is as follows: in Sect. [2](#_2._Related_work) summarization related work in noise analysis. In Sect. [3](#_3._Regression_algorithms) presentation of the three Regression algorithms and the learning techniques. Sect. [4](#_4._Design_of) description of the data sets, and explanation of the methodology used for the noise generation. Sect. [5](#_.5._Results_of) presents and analyzes the results of the different experiments.  Sect.[6](#_6._Hypothesis_testing) describe and run hypothesis tests based on null hypothesis.  Sect. [7](#_7._Conclusions) summarization the overall conclusions.

# 2.Related work

        Understanding the impact of noisy data in the performance of machine learning algorithms is a key issue for improving algorithms reliability. Below will be described some techniques of noise generation. Noise can be added only on the target feature, at all features or a combination of them. [1] In general, label noise (known as variance at which any factor is shrinked by a noise factor) affects significantly the model. [7] In current researches, some machine learning techniques are considered more “robust” to noise, errors and missing values than others. [1] Except form that, there also many alternative multivariate linear regression methods conceived to take into account data uncertainties [8], whereas other approaches like Lasso Regression known as `1-penalized regression” are not equipped to deal with noisy or missing data.

[More related , 2-3 protaseis apo ta paper p xrhsimopoioume]

## 2.1.   Noise Generation

Noise generation can be described in different ways. First, it is very important where the noise is introduced. Noise can be introduced in the input attributes or/and the target feature of the data (feature because it is a regression problem). Second, the distribution that noise follows, for example, normal or Gaussian. Third, the generated noise values can be relative to min, max, std (standard deviation) of each variable or to the variable value itself. Noisy training data will impact on the outcomes of the final level.

We have implemented 1 python script which generates 2 noisy datasets – all features are noise, target feature is noise - based on an input dataset. The process is described below.

### 2.1.1. Attribute noise

This kind of noise adds noisy data at a specific feature of the train dataset. We don’t modify test data. First, we define the percentage of noise which can be between 0%-100%, let that be the Fc variable. After using this percentage, we find out how many random variables will be generated by multiplying the percentage of noise with the number of instances, so we have N random values. Now, for each variable of this attribute, we generate N random numbers Rv with a Gaussian distribution and within a range between the max and min of the corresponding variable. Then we generate another random numbers Rc with a uniform distribution within the range 1 to the number of instances, which indicates the instance whose data value should be overwritten by the generated noisy value. [1]

Specifically, we assign create a dictionary of lists. Each element of the dictionary is of the type {Feature name: list}, where each list contains N (number of instances) elements. Each element is assigned a probability, which represents the numerical probability of the record’s feature value to be altered by adding noise. We achieve by that to introduce noise per feature.

For example, if we assign a probability of 0.1% to add noise, that means that values produced out of the gaussian distribution have a probability (given by the beforementioned dictionary of lists) that must be below that threshold in order for the noise value to be added into the records feature value. Adding value per feature (and not per whole record) simulates at best the real case scenario of a non-simulated dataset.

### 2.1.2. Target feature noise

This kind of noise adds noisy data at the target feature of the train dataset. We don’t modify test data at this case also. The process is the same as before, as we seek to generate noise values for one feature instead of the multiple features we did on the previous feature case.

## 2.2 Stratified split for test train dataset

We wanted to create two different datasets for the implementation of noise effect. The first dataset would be the train one and the second one would be the test one. The test dataset will not contain any noise as stated previously. For the train dataset, we create two different versions of it, one with noise for the attribute and one with noise for the class dataset.

What is important here is the fact that we needed to perform the split in a stratified way. Thus, we wanted for the test and the train distribution to be as similar as possible. Due to the fact that for regression purposes, sciikit learning was not able to perform the split, we decided to make it manually, implementing it as explained below:

1. We sort the dataset based on the target feature
2. We split it the sorted dataset to lists of 10 items.
3. The proportion of split to test and train is the number of items we select out of the 10 items. We decided to split the dataset based on 80 % train – 20% test, so the number of elements taken from the sorted 10 items would be 2 items. Those 2 items would be added to the test dataset, whereas the remaining 8 are part of the training dataset.

As we see by that, we force with the way we create the datasets that the distribution of the train dataset would be preserved and be present also to the test dataset.

# 3. Regression algorithms

## 3.1    Regression techniques

Regression analysis is a form of predictive modelling technique which investigates the relationship between a dependent and independent variable. This technique is used for forecasting, time series modelling and finding the curve / line to the data points, in such a manner that the differences between the distances of data points from the curve or line is minimized.

        One of the first steps in a regression analysis is to determine if multicollinearity is a problem. Multicollinearity, or collinearity, is the existence of near-linear relationships among the independent variables. Multicollinearity causes two basic types of problems. The coefficient estimates can swing rapidly based on which other independent variables are in the model, so coefficients become very sensitive to small changes in the model. Multicollinearity reduces the precision of the estimate coefficients, which makes the statistical power of the regression model weak.

In regression problems, we need evaluation metrics designed for comparing continuous values. We would like to minimize the MSE (loss function) for a specific data-point as much as possible so the prediction will be as close as possible to the ground truth. This is done by learning the parameters, executing an iterative process that updates coefficients at every step and reduce the loss function as much as possible until the minimum point of the loss function has been reached.
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Where n: number of instances, Y^: predicted values, Y: observed values

## 3.2.   Linear regression

Linear Regression establishes a relationship between dependent variable (Y) and one or more independent variables (X) using a best fit straight line. The dependent variable is continuous, independent variable(s) can be [continuous or discrete](https://en.wikipedia.org/wiki/Continuous_and_discrete_variables), and the regression line is linear.

Its equation is *Y = a+b1X1+b2X2+b3X3+…*

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature)

This equation can be used to predict the value of target variable based on given predictor variable(s). We would like to minimize the MSE (loss function) for a specific data-point as much as possible. Linear Regression is very sensitive to Outliers. Having noisy data can influence on the computation of MSE and as a result the regression line. Prediction errors can occur due to two sub components or combination of them. First component is the bias and the second is the variance (multicollinearity problem). [2]

## 3.3.   Ridge Regression

Ridge regression adds “squared magnitude” of coefficient as penalty term to the loss function, it is known as L2 regularization. It is another regression method and used when the data suffers from multicollinearity, independent variables are highly correlated. In multicollinearity, even though the least squares estimates are unbiased, their variances are large. Large variances mean that the observed value is far from the true value. Adding a degree of bias, standard errors are reduced. Ridge regression solves the multicollinearity problem through [shrinkage parameter](https://en.wikipedia.org/wiki/Shrinkage_estimator) λ (lambda). Ridge regression is a well-known approach to dealing with noisy data. [4]

Its equation is Y=a+b\*X+ε

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature), ε: the error. Error term is the value needed to correct the prediction error between the observed and predicted value. The highlighted part below represents L2 regularization element. [6]
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If *lambda* is very large then it will add too much weight and it will lead to under-fitting, if *lambda* equals to zero then we have linear regression. We can understand that it’s important how *lambda* is chosen. Minimizing the sum of the squares of the vertical deviations from each data point to the line enforce β coefficients to be lower but it does not enforce them to be zero.

## 3.4.   Lasso Regression

Lasso Regression (Least Absolute Shrinkage and Selection Operator) adds “*absolute value of magnitude*” of coefficient as penalty term to the loss function, its known as L1 regularization. It penalizes the absolute size of the regression coefficients, reduces the variability and improving the accuracy of linear regression models.

Lasso regression differs from ridge regression in a way that it uses absolute values in the penalty function, instead of squares. This leads to penalizing values which causes some of the parameter estimates to turn out exactly zero. Larger the penalty applied, further the estimates get shrunk towards absolute zero. Therefore, you might end up with fewer features included in the model than you started with, which is a huge advantage. Lasso regressor is not equipped to deal with noisy or missing data. [2]

Its equation is Y=a+b\*X+ε

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature), ε: the error. Error term is the value needed to correct the prediction error between the observed and predicted value. The highlighted part below represents L1 regularization element. [6]

![](data:image/png;base64,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)

If *lambda* is a large value will make coefficients zero hence it will under-fit, if *lambda* equals to zero then we have linear regression. The key difference between Lasso and Ridge techniques is that Lasso shrinks the less important feature’s coefficient to zero thus, removing some feature altogether. So, this is effective for feature selection in case we have a very big number of features.

# 4. Design of the dataset

In our experiments we will use the 3 different datasets. The two of them: boston-houses, air-quality are available on web and the third is generated by us: nba-players. The nba-players dataset designed to have no noise. The other datasets as they are based on real data (data descriptions of real objects or events), may contain a certain amount of background noise, erroneous values, and so on. All the data sets have as target numerical attributes. Forced noise will be added only at the train data. Before adding noise, we have splitted the dataset into train and test.

## 4.1. Nba-players

The nba-players dataset contains information about the statistics of nba-players and made by us. More specifically each feature is a different metric of performance. GFor example 3-point, 2-ponit etc. The information has been selected from web. The target feature is the salary of the player. At this case, we try to find the best regression model at which the predict of salary will be predicted.  There is a readme file available at which there are detailed information about the dataset. There is a readme file available at which there are detailed information about the dataset. [9]

As said before, this is a dataset generated by us there are no noisy data. We generated other datasets based on this at which we will include several noise levels. Some generated noisy datasets will contain noise data at the target class - SALARY - whereas other contain noise data at all features of the dataset except the target one. The generation of noise has been analyzed on Sect. [2.1.](#_2.1.__)

## 4.2. Boston houses

The Boston dataset contains information collected by the U.S Census Service concerning housing in the area of Boston Mass. The dataset contains a total of 506 instances and 14 attributes. The 14 features give several information for the specific area, eg: the feature CRIM describes the crime rate by town. At this case, we try to find the best regression model at which the median value of houses will be predicted.  There is a readme file available at which there are detailed information about the dataset. [7]

As said before, this is a real dataset so for sure it contains noisy data. Because we don’t know exactly the percentage of noise we generated some other datasets based on this at which we will include several noise levels. The generated datasets contain noise data at the target feature -MEDV (median value of houses) or at all features of the dataset except the target one. For example, if the dataset contains 100 instances and 3 features (one of them is the target), 15% noise on the target feature will overwrite target value on 15 instances, whereas 15% noise on features in general will changes 15 instances at all features. The generation of noise has been analyzed on Sect. [2.1.](#_2.1.__)

## 4.3. Air-Quality

The air quality dataset contains 9358 instances of hourly averaged responses from an array of 5 metal oxide chemical sensors embedded in an Air Quality Chemical Multisensor Device. The device was located on the field in a significantly polluted area, at road level, within an Italian city. Data were recorded from March 2004 to February 2005 (one year) representing the longest freely available recordings of on field deployed air quality chemical sensor devices responses. At this case, we try to find the best regression model at which the predict the amount of C6H6(GT) will be predicted.  There is a readme file available at which there are detailed information about the dataset. [8]

As said before, this is a real dataset so for sure it contains noisy data. Because we don’t know exactly the percentage of noise we generated other datasets based on this at which we will include several noise levels on target feature or at all features of the dataset. The first generated dataset contains noise data at the target class - C6H6(GT) - whereas the other contains noise data at all features of the dataset except the target one. The generation of noise has been analyzed on Sect. [2.1.](#_2.1.__)

# Results of the experiments

At all cases we haven’t added noise on test data. Test dataset is the same for all different cases. We have run all regression problems for 6 different noisy data.

0.xx\_f\_train\_noisy.xlsx🡪 x% noise at all the features of the dataset

0.xx\_c\_train\_noisy.xlsx🡪 x% noise at the target feature of the dataset

## Nba-players

Regarding the nba players regression problem first, we found out the best model by tunning the hyperparameters and after use this model to make prediction on the test data. The result we got running the 3 regression algorithms for different noise levels and types of noise are listed below. We have used the root mean squared error as performance measure. It is obvious that using noisy data to train the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

Linear

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 3907600.1591 |
| 0.05\_c\_train\_noisy.xlsx | 3992857.6040 |
| 0.05\_f\_train\_noisy.xlsx | 3956455.5601 |
| 0.15\_c\_train\_noisy.xlsx | 4396256.8619 |
| 015\_f\_train\_noisy.xlsx | 4092153.9255 |
| 0.35\_c\_train\_noisy.xlsx | 6156055.3937 |
| 0.35\_f\_train\_noisy.xlsx | 4207287.6076 |

Lasso

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 3881398.4215 |
| 0.05\_c\_train\_noisy.xlsx | 3981004.0542 |
| 0.05\_f\_train\_noisy.xlsx | 3956455.6850 |
| 0.15\_c\_train\_noisy.xlsx | 4205175.0322 |
| 0.15\_f\_train\_noisy.xlsx | 4092153.1844 |
| 0.35\_c\_train\_noisy.xlsx | 6113698.4837 |
| 0.35\_f\_train\_noisy.xlsx | 4207285.3736 |

Ridge

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 3934420.8139 |
| 0.05\_c\_train\_noisy.xlsx | 4023162.6035 |
| 0.05\_f\_train\_noisy.xlsx | 3952206.6649 |
| 0.15\_c\_train\_noisy.xlsx | 4259801.4752 |
| 0.15\_f\_train\_noisy.xlsx | 4078612.4491 |
| 0.35\_c\_train\_noisy.xlsx | 6023397.1469 |
| 0.35\_f\_train\_noisy.xlsx | 4183776.2731 |

Except the RMSE measurement and the variances we will also use the predicted target feature values (predicted values from the model) of the test dataset using the different models in order to calculate the statistical tests.

## Boston-housing

Regarding the boston houses regression problem first, we found out the best model by tunning the hyperparameters and after use this model to make prediction on the test data. The result we got running the 3 regression algorithms for different noise levels and types of noise are listed below. We have used the root mean squared error as the nba-players dataset We can see that using noisy data to train the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

Linear

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 5.3624 |
| 0.05\_c\_train\_noisy.xlsx | 5.5905 |
| 0.05\_f\_train\_noisy.xlsx | 5.6751 |
| 0.15\_c\_train\_noisy.xlsx | 6.2990 |
| 015\_f\_train\_noisy.xlsx | 5.9265 |
| 0.35\_c\_train\_noisy.xlsx | 9.3037 |
| 0.35\_f\_train\_noisy.xlsx | 6.6809 |

Lasso

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 7.6768 |
| 0.05\_c\_train\_noisy.xlsx | 7.9135 |
| 0.05\_f\_train\_noisy.xlsx | 8.0181 |
| 0.15\_c\_train\_noisy.xlsx | 8.6815 |
| 0.15\_f\_train\_noisy.xlsx | 8.9174 |
| 0.35\_c\_train\_noisy.xlsx | 10.9375 |
| 0.35\_f\_train\_noisy.xlsx | 9.1617 |

Ridge

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 5.6751 |
| 0.05\_c\_train\_noisy.xlsx | 5.6204 |
| 0.05\_f\_train\_noisy.xlsx | 5.6863 |
| 0.15\_c\_train\_noisy.xlsx | 6.2957 |
| 0.15\_f\_train\_noisy.xlsx | 5.9473 |
| 0.35\_c\_train\_noisy.xlsx | 9.2579 |
| 0.35\_f\_train\_noisy.xlsx | 6.6934 |

## Air-quality

Regarding the air-qulaity houses regression problem first, we found out the best model by tunning the hyperparameters and after use this model to make prediction on the test data. The result we got running the 3 regression algorithms for different noise levels and types of noise are listed below. We have used the root mean squared error as the nba-players dataset. We can see that using noisy data to train the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

Linear

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 10.8003 |
| 0.05\_c\_train\_noisy.xlsx | 10.5905 |
| 0.05\_f\_train\_noisy.xlsx | 29.5640 |
| 0.15\_c\_train\_noisy.xlsx | 11.1289 |
| 015\_f\_train\_noisy.xlsx | 44.3578 |
| 0.35\_c\_train\_noisy.xlsx | 11.5400 |
| 0.35\_f\_train\_noisy.xlsx | 64.1151 |

Lasso

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 18.1186 |
| 0.05\_c\_train\_noisy.xlsx | 18.1439 |
| 0.05\_f\_train\_noisy.xlsx | 30.5056 |
| 0.15\_c\_train\_noisy.xlsx | 18.7156 |
| 0.15\_f\_train\_noisy.xlsx | 43.2067 |
| 0.35\_c\_train\_noisy.xlsx | 18.2428 |
| 0.35\_f\_train\_noisy.xlsx | 62.8595 |

Ridge

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 10.9116 |
| 0.05\_c\_train\_noisy.xlsx | 10.7243 |
| 0.05\_f\_train\_noisy.xlsx | 29.5641 |
| 0.15\_c\_train\_noisy.xlsx | 11.2397 |
| 0.15\_f\_train\_noisy.xlsx | 44.3492 |
| 0.35\_c\_train\_noisy.xlsx | 11.6337 |
| 0.35\_f\_train\_noisy.xlsx | 64.1083 |

# Hypothesis testing

## Null hypothesis

Hypothesis testing is a way to test the results of a survey or experiment. As first step the null hypothesis should be defined.  The null hypothesis is a general statement or default position that there is not, or there is a relationship between some measured phenomena. Hypothesis testing using some statistical tests which will reject or no the null hypothesis. If the null hypothesis will be rejected then the initial hypothesis we have done is fault, otherwise is true.

We have defined the null hypothesis that include some main questions on the dataset.

Null hypothesis

*Null hypothesis – H0:* Given the characteristics of each learning technique, we initially propose that noisy training data, don’t affect the final outcome of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 clean datasets and the noisy versions of them.

*Alternative hypothesis – H1:* Given the characteristics of each learning technique, noisy training data, affect the final outcome of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 datasets an dteh noisy versions of them.. Means that samples have different mean.

Some questions are listed below:

1. Does the noise level affect the final outcomes?
2. Does the noise level in combination with the dataset size affect the final outcomes?
3. Which type of noise affect most the final outcomes, feature noise or target noise?
4. Which algorithm is more robust to noisy data?

## Two sample t-test

As mentioned before, we are interested in comparing the performance of the different learning techniques on data with different proportions of attribute noise and class feature noise in the training data set, using the same test dataset. For that scope we will use the Independent 𝑡-test that is used to determine if two population means are equal or not. More specifically a paired t-test. It is about doing two different tests on same dataset (the test dataset is the same, we just change the train dataset).

With a two-sample t test, we are comparing the means for two different samples. Paired t-test is used when there are two measurements on the same item. [T](http://www.statisticshowto.com/t-score-formula/) score is a ratio between the **difference between two groups.** The larger the t score, the more difference there is between groups. Each t-value has a [p-value](http://www.statisticshowto.com/p-value/) to go with it. A p-value is the [probability](http://www.statisticshowto.com/probability-and-statistics/probability-main-index/) that the results from your sample data occurred by chance. P-values are from 0% to 100%. In most cases, a p-value of 0.05 (5%) is accepted to mean the data is valid.

As we would like to compare the noisy datasets with the clean version of them we will use this type of statistical test, two sample t-test. At all cases we will use the clean and the noisy version of a dataset and we will do a two samples t-test with the predicted target values of these datasets (test dataset) to reject the null hypothesis and accept the alternative hypothesis.

## Running the hypothesis testing

Using the predicted values of the target feature, the means and the variances from clean and noisy data, we calculated the t-test using the *ttest* from *spicy*.

The above null hypothesis will be rejected if the calculated p-value is less than the significance level, at point 0.05 then the test concludes that there is a statistically significant difference between the two populations. In any other case, there is no statistically significant difference between the two populations and the test fails to reject the null hypothesis.

We run hypothesis testing between the predicted values from a model which has been trained with clean data and the predicted values from a model which has been trained with noisy data. For these two different lists we have calculated the t-score and the p-value.

### 6.3.1. Nba-players

At the following tables are displayed the two-sample t-tests for the nba-players dataset and 3 noise levels: 5%, 15%, 35% on the features and target feature. Observing the results of hypothesis testing we will answer at the question referred on Sec 6.1.

Linear

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -0.9778151969647924  p = 0.6591771737882466 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = 0.6558804627836343  p = 1.0256181380395115 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -3.712965536697131  p = 0.0005587250244903482 | Rejected |
| 015\_f\_train\_noisy.xlsx | t = 1.056689513502943  p = 0.5843773727792039 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -8.96936782818747  p = 1.21822146070917e-15 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = 1.1478963291980364  p = 0.5053258690833944 | Accepted |

Lasso

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -1.070758795079115  p = 0.5716645247311801 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = 0.5575398419471272  p = 1.155819399098028 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -3.53576916673002  p = 0.0010542075148508249 | Rejected |
| 0.15\_f\_train\_noisy.xlsx | t = 0.9600057626052587  p = 0.6768970389640026 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -8.48415199467026  p = 2.3021785869356512e-14 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = 1.055834322390093  p = 0.5851562451401691 | Accepted |

Ridge

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -1.1300986557310786  p = 0.5201298062257809 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = 0.45137237102003114  p = 1.304620635709734 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -3.7187850600604038  p = 0.0005469831393795063 | Rejected |
| 0.15\_f\_train\_noisy.xlsx | t = 0.849174727211056  p = 0.7940140609220696 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -8.448391606015514  p = 2.852368203027187e-14 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = 0.946760256505377  p = 0.690274180437144 | Accepted |

[result--- xreiazetai kati allo???? Kapoio allo test????]

It is obvious that if there is noise on the target feature bigger than 5% this will affect the results of the model for sure. From the other hand for this dataset which contains 18 features, adding noise smaller than 35% on feature values don’t affect the final outcome. We can conclude that noise on target feature is more critical on the final outcome in comparison with the noisy features. Also, looking at p-values we can see Ridge algorithm is more robust to noisy data. P-values in Lasso and Linear algorithms are smaller than p-values in Ridge regression, that means that the predicted values form Ridge algorithm have smaller RMSE (root mean square error) as we add more noisy data. It is also observer in Sec 5.1, where RMSE for different noise levels are written.

### 6.3.2. Boston-housing

Linear

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -1.28788315192938  p = 0.3985201217927078 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = -0.09860191921658555  p = 1.843104244415307 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -3.5635178403836836  p = 0.0009131304007021252 | Rejected |
| 015\_f\_train\_noisy.xlsx | t = -0.2611280177769364  p = 1.588519641605346 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -7.744200419411042  p = 9.112718431704457e-13 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = -0.4113542578949713  p = 1.362497774385988 | Accepted |

Lasso

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -3.6783706672850025  p = 0.0006019454602408097 | Rejected |
| 0.05\_f\_train\_noisy.xlsx | t = -0.060276784349073236  p = 1.9039895690320545 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -10.293008911167354  p = 6.053896322497681e-20 | Rejected |
| 0.15\_f\_train\_noisy.xlsx | t = -0.3312091914139473  p = 1.4816596304589353 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -22.31466636419465  p = 4.091789998345941e-56 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = -0.39189052506939315  p = 1.3911044653815594 | Accepted |

Ridge

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = -1.3122976670638626  p = 0.38181783439366773 | Rejected |
| 0.05\_f\_train\_noisy.xlsx | t = -0.09444386145906118  p = 1.8497003821424205 | Accepted |
| 0.15\_c\_train\_noisy.xlsx | t = -3.646660134807599  p = 0.0006760243587987187 | Rejected |
| 0.15\_f\_train\_noisy.xlsx | t = -0.2584428950125643  p = 1.5926565086487434 | Accepted |
| 0.35\_c\_train\_noisy.xlsx | t = -7.985057488126355  p = 2.0896321402789618e-13 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = -0.4168450568370551  p = 1.3544687439684948 | Accepted |

[result].

The results for boston dataset is identical with the nba-palyers.

### 6.3.3. Air-quality

Linear

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = 0.7639511380880694  p = 0.8898890538277886 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = -14.191426535080941  p = 2.9088668450973627e-44 | Rejected |
| 0.15\_c\_train\_noisy.xlsx | t = 0.6515685194721174  p = 1.0294391492038142 | Accepted |
| 015\_f\_train\_noisy.xlsx | t = -27.114190712117352  p = 1.1373189211901478e-147 | Rejected |
| 0.35\_c\_train\_noisy.xlsx | t = 1.1204862550279004  p = 0.5251570257694668 | Accepted |
| 0.35\_f\_train\_noisy.xlsx | t = -47.77372032772085  p = 0.0 |  |

Lasso

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = 0.7593586903919249  p = 0.8953716989328284 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = -15.687187105022751  p = 1.8444894703799368e-53 | Rejected |
| 0.15\_c\_train\_noisy.xlsx | t = 0.5401741883427151  p = 1.1782181142929824 | Accepted |
| 0.15\_f\_train\_noisy.xlsx | t = -33.882082649189776  p = 2.0499465706172502e-219 | Rejected |
| 0.35\_c\_train\_noisy.xlsx | t = 1.2818411470216609  p = 0.39995558172953616 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = -65.00714917229152  p = 0.0 |  |

Ridge

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.05\_c\_train\_noisy.xlsx | t = 0.7690034423365307  p = 0.8838796000946483 | Accepted |
| 0.05\_f\_train\_noisy.xlsx | t = -14.246736361435117  p = 1.3743354313105911e-44 | Rejected |
| 0.15\_c\_train\_noisy.xlsx | t = 0.6677128331552574  p = 1.008716186802118 | Accepted |
| 0.15\_f\_train\_noisy.xlsx | t = -26.9442889504523  p = 5.330809031997706e-146 | Rejected |
| 0.35\_c\_train\_noisy.xlsx | t = 1.143105431949681  p = 0.5061358921648065 | Rejected |
| 0.35\_f\_train\_noisy.xlsx | t = -48.12551377781471  p = 0.0 | Rejected |

The results for air-quality dataset is somehow different from the last 2 datasets. We can see that feature noise is affected the final outcome of the algorithm in this case.

[Kati paei lathos me ta feature noisy data]

## 6.4. Type of errors

### 6.4.1. Type I

### 6.4.2. Type II

# 7. Conclusions

[to be added]

## 7.1. Repository

Code Is available on GitHub on that link: https://github.com/JoHNNyB92/applied/

[na valw times apo ta idia treximata???]
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If the calculated t-statistic is greater than the critical t-value, the test concludes that there is a statistically significant difference between the two populations. Therefore, you reject the null hypothesis that there is no statistically significant difference between the two populations.

|  |
| --- |
| ## Calculate the t-statistics |
|  | t = (a.mean() - b.mean())/(s\*np.sqrt(2/N)) |

And t statistic, auto p vgazei to test mikrotero ap to calculated statistic tote reject null hypothesis.

If the p-value is less than the prescribed α, in this case 0.05,

To class noise ephreazei panta. To feature noise mono se megala pososta.