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# **Abstract**

It is very common in machine learning techniques to deal with noisy data, which may affect the accuracy of the resulting data models. For that reason, the handling of noise is a key aspect in machine learning, critical for obtaining reliable models from data. In this assignment, we address this issue by comparing how the noise affects Linear, Lasso and Ridge regression of 3 different datasets. We will compare the final outcomes from the original datasets with the outcomes from the noisy dataset using the root mean squared error as metric. We saw that, regardless of the feature we chose to alter, the RMSE is getting bigger and bigger and the “fit” of the regression line is getting worst. We also noticed that noise in target feature affects more the predicted values than the noise at the other features of the dataset.
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# 1. Introduction

Machine learning techniques, and specifically supervised learning techniques, are applied to extract novel and interesting information from data collected out of real-world problems. An important characteristic of these datasets is that the data frequently contains noise. Noisy data may be the consequence of human error due to mistakes in the translation phase or due errors while collecting them. Noisy data, may produce bias to the learning process, and as a result, is more difficult for learning algorithms to form accurate models from them. Developing learning techniques that effectively deal with noisy data is a key aspect in machine learning.

In this assignment, we provide a comparison on the effect of attribute noise and class noise on three regression models (a) Linear Regression, (b)Lasso Regression, (c) Ridge Regression. We are going to use 3 different datasets from different domains, each of them describes a different regression problem. The first dataset is the *air Qualit*y dataset that contains instances of hourly averaged responses from metal oxide chemical sensors embedded in an Air Quality Chemical Multisensor Device. [10] The second dataset is the *Computer Hardware Data Set* That contains some characteristics like cache memory, machine cycle time, etc for different computer models. [11] The third dataset is *Facebook metrics Data Set,* data is related to post’s published during the year of 2014 on the Facebook's page of a renowned cosmetics brand. [12] We used these datasets to generate the “noisy” version of them. Finally, having the clean and the noisy version of each dataset, we compared the effect of noise on the models created (9 different models, for each dataset 2 different kind of noise).

Training a linear regression model is the process of finding out the most suitable coefficients for the linear function that best describes the input variables. On each step, the algorithm seeks to eliminate the error produced by the predictions and the real values. It does so by constantly seeking for a way to limit the value of a function (the so-called loss function) that helps us measure the error. In regression problems, we need evaluation metrics designed for comparing continuous values. Root Mean Square Error (RMSE) is the most commonly used regression loss function. RMSE is the sum of squared distances between our target variable and predicted values. We would like to minimize the RMSE function as much as possible, so the prediction will be as close as possible to the ground truth by updating the coefficients.

We are going to use the statistical test, two paired t-test to consider the effect of noisy data at the outcomes of the regression models. The results of statistical tests enable us to highlight the characteristics of the different approaches, clean and noisy data. The whole analysis is developed from the following null (initial) hypothesis.

*Initial hypothesis: Given the characteristics of each learning technique, we initially propose that noisy training data don’t affect the outcome of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression*

The structure of the present paper is as follows: in Sect. [2](#_2._Related_work) summarization related work in noise analysis. In Sect. [3](#_3._Regression_algorithms) presentation of the three Regression algorithms and the learning techniques. Sect. [4](#_4._Design_of) description of the data sets, and explanation of the methodology used for the noise generation. Sect. [5](#_.5._Results_of) presents and analyzes the results of the different experiments.  Sect.[6](#_6._Hypothesis_testing) describe and run hypothesis tests based on null hypothesis. Sect. [7](#_7._Conclusions) describes the source code. Sect. [8](#_7._Conclusions) summarization the overall conclusions.

# 2.Related work

Understanding the impact of noisy data in the performance of machine learning algorithms is a key issue for improving algorithms reliability. Below, we will describe some techniques for noise generation. Noise can be added only in the target feature, in all features or in a combination of them. [1] In general, label noise affects significantly the model. [7] In current researches, some machine learning techniques are considered more “robust” to noise, errors and missing values than others. [1] Except from that, there also many alternative multivariate linear regression methods designed to face the various data uncertainties [8], whereas other approaches like Lasso Regression known as `1-penalized regression” are not equipped to deal with noisy or missing data. The idea of a statistical test and more specifically the concept of P-value as a measure of the likelihood of the observed value of the statistic under the “null hypothesis” has been introduced [16] in many researches. This kind of statistical test will also be used at this case.

## 2.1.   Noise Generation

Noise generation can affect multiple aspects of the dataset. We summarize them and present the following bullets of the various aspects of noise:

* Noise can be introduced in the input attributes or/and the target feature of the data
* Noise follows a specific distribution, for example, normal or Gaussian
* Noise have values that can be relative to min, max, std (standard deviation) of each variable or to the variable value itself.

We have implemented one python script which generates 2 kinds of noisy datasets

(noisy features and noisy target features) based on the input dataset. The process is described below.

### 2.1.1. Attribute noise

This noise category adds noisy data at a specific feature of the train dataset. As we want to study the effect of noise when trained with a clean dataset versus being trained with noisy train dataset, we will not alter test dataset.

Firstly, we define the percentage of noise which could be between 0%-100%, let that be the Fc variable. After using this percentage, we find out how many random variables will be generated by multiplying the percentage of noise Fc with the number of instances, so we have N random values. Now, for each feature, we generate N random numbers Rv with a Gaussian distribution and within a range between the max and min of the corresponding feature. Then we generate another random set of ids with a uniform distribution within the range 1 to N, which produces the instance ids whose data value should be overwritten by the generated noisy value. [1]

Specifically, we create a dictionary of lists. Each element of the dictionary is of the type {Feature name: list}, where each list contains N (number of instances multiplied by the fraction of noise) elements. For every such element of a feature list we generate two values:

1. Noisy value: Value that will be part of a gaussian distribution, with min and max the feature’s min max value respectively, and mean value the mean value of the feature. Furthermore, we define also standard deviation to be (max-min)/6.
2. Id: Each feature noisy value will have a corresponding id of a record to be altered. The id’s are randomly selected using a uniform distribution that will generate unique (and not duplicate id’s )

Using (i) and (ii), we assign to the record with id the (ii) id and we replace for the specific feature the noisy (i) feature value.

### 2.1.2. Target feature noise

This kind of noise adds noise at the target feature of the train dataset. The process is the same as before, as we seek to generate noise values for one feature instead of the multiple features we did on the previous feature case. Thus, we generate noisy values and ids for the target feature only.

### 2.1.4. Level of noise

We have added 3 different level of noise: 15%, 35%, 50%. As a result, 6 noisy datasets for each different dataset will be generated.

## 2.2 Stratified split for test train dataset

We wanted to create two different datasets for the implementation of noise effect. The first dataset would be the train one and the second one would be the test one. The test dataset will not contain any noise as stated previously. For the train dataset, we create two different versions of it, one with noise for the attribute and one with noise for the class dataset.

What is important here is the fact that we needed to perform the split in a stratified way. Thus, we wanted for the test and the train distribution to be as similar as possible. Implementation was done following the principles stated below:

1. We sort the dataset based on the target feature
2. We split it the sorted dataset to lists of 10 items.
3. The proportion of split to test and train is the number of items we select out of the 10 items. We decided to split the dataset based on 80 % train – 20% test, so the number of elements taken from the sorted 10 items would be 2 items. Those 2 items would be added to the test dataset, whereas the remaining 8 are part of the training dataset.

As we see by that, we force with the way we create the datasets that the distribution of the train dataset would be preserved and be present also to the test dataset.

# 3. Regression algorithms

## 3.1    Regression techniques

Regression analysis is a form of predictive modelling technique which investigates the relationship between a dependent and independent variable. This technique is used for forecasting, time series modelling and finding the curve / line to the data points, in such a manner that the differences between the distances of data points from the curve or line is minimized.

        One of the first steps in a regression analysis is to determine if multicollinearity is a problem. Multicollinearity, or collinearity, is the existence of near-linear relationships among the independent variables. Multicollinearity causes two basic types of problems. The coefficient estimates can swing rapidly based on which other independent variables are in the model, so coefficients become very sensitive to small changes in the model. Multicollinearity reduces the precision of the estimate coefficients, which makes the statistical power of the regression model weak.

In regression problems, we need evaluation metrics designed for comparing continuous values. We would like to minimize the MSE (loss function) for a specific data-point as much as possible so the prediction will be as close as possible to the ground truth. This is done by learning the parameters, executing an iterative process that updates coefficients at every step and reduce the loss function as much as possible until the minimum point of the loss function has been reached.
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Where n: number of instances, Y^: predicted values, Y: observed values

## 3.2.   Linear regression

Linear Regression establishes a relationship between dependent variable (Y) and one or more independent variables (X) using a best fit straight line. The dependent variable is continuous, independent variable(s) can be [continuous or discrete](https://en.wikipedia.org/wiki/Continuous_and_discrete_variables), and the regression line is linear.

Its equation is *Y = a+b1X1+b2X2+b3X3+…*

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature)

This equation can be used to predict the value of target variable based on given predictor variable(s). We would like to minimize the MSE (loss function) for a specific data-point as much as possible. Linear Regression is very sensitive to Outliers. Having noisy data can influence on the computation of MSE and as a result the regression line. Prediction errors can occur due to two sub components or combination of them. First component is the bias and the second is the variance (multicollinearity problem). [2]

## 3.3.   Ridge Regression

Ridge regression adds “squared magnitude” of coefficient as penalty term to the loss function, it is known as L2 regularization. It is another regression method and used when the data suffers from multicollinearity, independent variables are highly correlated. In multicollinearity, even though the least squares estimates are unbiased, their variances are large. Large variances mean that the observed value is far from the true value. Adding a degree of bias, standard errors are reduced. Ridge regression solves the multicollinearity problem through [shrinkage parameter](https://en.wikipedia.org/wiki/Shrinkage_estimator) λ (lambda). Ridge regression is a well-known approach to dealing with noisy data. [4]

Its equation is Y=a+b\*X+ε

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature), ε: the error. Error term is the value needed to correct the prediction error between the observed and predicted value. The highlighted part below represents L2 regularization element. [6]
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If *lambda* is very large then it will add too much weight and it will lead to under-fitting, if *lambda* equals to zero then we have linear regression. We can understand that it’s important how *lambda* is chosen. Minimizing the sum of the squares of the vertical deviations from each data point to the line enforce β coefficients to be lower but it does not enforce them to be zero.

## 3.4.   Lasso Regression

Lasso Regression (Least Absolute Shrinkage and Selection Operator) adds “*absolute value of magnitude*” of coefficient as penalty term to the loss function, its known as L1 regularization. It penalizes the absolute size of the regression coefficients, reduces the variability and improving the accuracy of linear regression models.

Lasso regression differs from ridge regression in a way that it uses absolute values in the penalty function, instead of squares. This leads to penalizing values which causes some of the parameter estimates to turn out exactly zero. Larger the penalty applied, further the estimates get shrunk towards absolute zero. Therefore, you might end up with fewer features included in the model than you started with, which is a huge advantage. Lasso regressor is not equipped to deal with noisy or missing data. [2]

Its equation is Y=a+b\*X+ε

where Y: the response, a: the intercept, b: model coefficients, Xn (the nth feature), ε: the error. Error term is the value needed to correct the prediction error between the observed and predicted value. The highlighted part below represents L1 regularization element. [6]

![](data:image/png;base64,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)

If *lambda* is a large value will make coefficients zero hence it will under-fit, if *lambda* equals to zero then we have linear regression. The key difference between Lasso and Ridge techniques is that Lasso shrinks the less important feature’s coefficient to zero thus, removing some feature altogether. So, this is effective for feature selection in case we have a very big number of features.

# 4. Design of the dataset

In our experiments we will use the 3 different datasets. All of them are based on real data (data descriptions of real objects or events), may contain a certain amount of background noise, erroneous values, and so on. All the data sets have as target numerical attributes. Noise will be added only at the train data. Before adding noise, we have splitted the dataset into train and test.

## 4.1. Air-Quality

The air quality dataset contains 9358 instances of hourly averaged responses from an array of 5 metal oxide chemical sensors embedded in an Air Quality Chemical Multisensor Device and 15 features. The device was located on the field in a significantly polluted area, at road level, within an Italian city. Data were recorded from March 2004 to February 2005 (one year) representing the longest freely available recordings of on field deployed air quality chemical sensor devices responses. At this case, we try to find the best regression model at which the predict the amount of C6H6(GT) will be predicted.  There is a readme file available at which there are detailed information about the dataset. [10]

As said before, this is a real dataset so for sure it contains noisy data. Because we don’t know exactly the percentage of noise we generated other datasets based on this at which we will include several noise levels on the features and on the target feature. The generated datasets contain noise data at the target class – C6H6(GT) - whereas the other noisy datasets contains noise data at all features of the dataset except the target one. The generation of noise has been analyzed on Sect. [2.1.](#_2.1.__)

## 4.2. Computer Hardware

The computer hardware dataset contains 209 instances and 10 features which describe the characteristic of a computer: model name, cache memory, machine cycle, published performance, etc. At this case, we try to find the best regression model at which the performance of the computer will be predicted.  There is a readme file available at which there are detailed information about the dataset. [11] The process of noise generation is the same with the *Air-quality dataset.*

## 4.3. Facebook metrics

The Facebook metrics dataset contains 500 instances and 19 attributes. Some of them are known prior to post publication and the 12 remaining features used to evaluate the post impact. The data is related to posts' published during the year of 2014 on the Facebook's page of a renowned cosmetics brand. At this case, we try to find the best regression model at which the -Total Interactions -with a Facebook page will be predicted.  There is a readme file available at which there are detailed information about the dataset. [12] The process of noise generation is the same with the *Air-quality dataset.*

# Results of the experiments

Test dataset is the same for all different cases. We have run all regression problems for 6 different noisy data.

x\_f\_train\_noisy.xlsx🡪 x is the percentage of noise at all the features of the dataset

x\_c\_train\_noisy.xlsx🡪 x is the percentage noise at the target feature of the dataset

## Air-quality

Regarding the air-quality we run 3 regression algorithms for different noise levels and types of noise which are listed below. We have used the root mean squared error as metric. We can see that using noisy data for training the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

**Linear**

Table 1: RMSE Linear Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 1.1389 |
| 0.15\_c\_train\_noisy.xlsx | 19.9225 |
| 0.15\_f\_train\_noisy.xlsx | 12.4318 |
| 0.35\_c\_train\_noisy.xlsx | 47.5515 |
| 035\_f\_train\_noisy.xlsx | 22.5007 |
| 0.50\_c\_train\_noisy.xlsx | 68.4762 |
| 0.50\_f\_train\_noisy.xlsx | 28.1405 |

**Lasso**

Table 2:RMSE Lasso Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 1.1908 |
| 0.15\_c\_train\_noisy.xlsx | 19.9185 |
| 0.15\_f\_train\_noisy.xlsx | 12.4300 |
| 0.35\_c\_train\_noisy.xlsx | 47.5579 |
| 035\_f\_train\_noisy.xlsx | 22.4879 |
| 0.50\_c\_train\_noisy.xlsx | 68.4858 |
| 0.50\_f\_train\_noisy.xlsx | 28.1286 |

**Ridge**

Table 3:RMSE Ridge Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 1.1389 |
| 0.15\_c\_train\_noisy.xlsx | 19.9225 |
| 0.15\_f\_train\_noisy.xlsx | 12.4318 |
| 0.35\_c\_train\_noisy.xlsx | 47.5515 |
| 035\_f\_train\_noisy.xlsx | 22.5007 |
| 0.50\_c\_train\_noisy.xlsx | 68.4762 |
| 0.50\_f\_train\_noisy.xlsx | 28.1405 |

From the next plots, Figure 1*,* Figure 2we can see that adding several levels of noise, RMSE is getting bigger.

Figure 1:RMSE when target noise added

Figure 2:RMSE when feature noise added

Also, we can see that target noise affects more the predictions of the model than the feature noise. Where the noise level is big (> 35%) RMSE of the dataset with noisy target feature is two times the RMSE of the datasets with noisy features and clean the target feature, see Figure 3.

Figure 3: RMSE with target - features noise

## Computer Hardware

We can notice the same behavior on computer hardware dataset. Running 3 regression algorithms for different noise levels and types of noise and using the root mean squared error as metric, we can see that using noisy data for training the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

**Linear**

Table 4: RMSE Linear Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 38.5487 |
| 0.15\_c\_train\_noisy.xlsx | 93.7774 |
| 0.15\_f\_train\_noisy.xlsx | 65.2908 |
| 0.35\_c\_train\_noisy.xlsx | 212.6189 |
| 035\_f\_train\_noisy.xlsx | 110.6693 |
| 0.50\_c\_train\_noisy.xlsx | 280.8337 |
| 0.50\_f\_train\_noisy.xlsx | 147.3978 |

**Lasso**

Table 5:RMSE Lasso Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 38.5239 |
| 0.15\_c\_train\_noisy.xlsx | 93.7374 |
| 0.15\_f\_train\_noisy.xlsx | 65.2561 |
| 0.35\_c\_train\_noisy.xlsx | 212.6021 |
| 035\_f\_train\_noisy.xlsx | 110.6317 |
| 0.50\_c\_train\_noisy.xlsx | 280.7999 |
| 0.50\_f\_train\_noisy.xlsx | 147.3213 |

**Ridge**

Table 6: RMSE Ridge Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 38.5486 |
| 0.15\_c\_train\_noisy.xlsx | 93.7772 |
| 0.15\_f\_train\_noisy.xlsx | 65.2904 |
| 0.35\_c\_train\_noisy.xlsx | 212.6189 |
| 035\_f\_train\_noisy.xlsx | 110.6692 |
| 0.50\_c\_train\_noisy.xlsx | 280.8332 |
| 0.50\_f\_train\_noisy.xlsx | 147.3973 |

The above results Table 4, Table 5, Table 6, are displayed also at the below diagrams. It is obvious that adding noise, RMSE is getting bigger.

Figure 4: RMSE when target noise added

Figure 5: RMSE when feature noise added

Figure 6: RMSE with target - features noise

## Facebook Metrics

The same behavior is noticed on Facebook metrics dataset, also. Running 3 regression algorithms for different noise levels and types of noise and using the root mean squared error as metric, we can see that using noisy data for training the model we result in bigger RMSE, so the “fit” of the regression line is getting worst.

Linear

Table 7: RMSE Linear Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 0.0000 |
| 0.15\_c\_train\_noisy.xlsx | 498.5506 |
| 0.15\_f\_train\_noisy.xlsx | 247.5395 |
| 0.35\_c\_train\_noisy.xlsx | 1183.3034 |
| 035\_f\_train\_noisy.xlsx | 314.5667 |
| 0.50\_c\_train\_noisy.xlsx | 1712.6426 |
| 0.50\_f\_train\_noisy.xlsx | 379.1050 |

Lasso

Table 8: RMSE Lasso Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 5.7487 |
| 0.15\_c\_train\_noisy.xlsx | 499.0478 |
| 0.15\_f\_train\_noisy.xlsx | 247.5375 |
| 0.35\_c\_train\_noisy.xlsx | 1156.2907 |
| 035\_f\_train\_noisy.xlsx | 314.5598 |
| 0.50\_c\_train\_noisy.xlsx | 1694.8640 |
| 0.50\_f\_train\_noisy.xlsx | 379.0970 |

Ridge

Table 9: RMSE Ridge Regression

|  |  |
| --- | --- |
| **Datasets** | **RMSE** |
| clean data: | 0.0002 |
| 0.15\_c\_train\_noisy.xlsx | 498.5505 |
| 0.15\_f\_train\_noisy.xlsx | 247.5395 |
| 0.35\_c\_train\_noisy.xlsx | 1183.3022 |
| 035\_f\_train\_noisy.xlsx | 314.5667 |
| 0.50\_c\_train\_noisy.xlsx | 1712.6423 |
| 0.50\_f\_train\_noisy.xlsx | 379.1050 |

All these results are also displayed at the next plots, where adding noise the RMSE is getting bigger and far away from the best fit.

Figure 7: RMSE when target noise added

Figure 8: RMSE when feature noise added

Figure 9: RMSE with target - features noise

# Hypothesis testing

## 6.1. Null hypothesis

Hypothesis testing is a way to test the results of a survey or experiment. As first step the null hypothesis should be defined.  The null hypothesis is a general statement or default position that there is not, or there is a relationship between some measured phenomena. Hypothesis testing using some statistical tests which will reject or no the null hypothesis. If the null hypothesis will be rejected, then the initial hypothesis we have done is fault and we accept the alternative hypothesis. We have defined three different null hypotheses that aim to respond at some main questions on the dataset.

The questions and null hypotheses are listed below:

1. *Question*: Does the noisy data affect the final outcomes of regression models?

*Null hypothesis – H0:* Given the characteristics of each learning technique, we initially propose that noisy training data, don’t affect negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 clean datasets and the noisy versions of them.

*Alternative hypothesis – H1:* Given the characteristics of each learning technique, noisy training data, does affect the final prediction of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 datasets and the noisy versions of them.

1. *Question*: Does different noise types affect the prediction of regression models? We have two noise types: feature noise and target noise and we used the same noise level.

*Null hypothesis – H00:* Given the characteristics of each learning technique, we initially propose that feature noise and target noise in training data, affect equally the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 2 different noise levels of each dataset.

*Alternative hypothesis – H01:* Given the characteristics of each learning technique, the feature noise and target noise in training data, don’t affect equally the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 2 different noise levels of each dataset.

1. *Question*: Does the noise level affect the final prediction of regression models?

*Null hypothesis – H000:* Given the characteristics of each learning technique, we initially propose that with higher proportion of noise in training data, doesn’t affect negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 clean datasets and the noisy versions of them.

*Alternative hypothesis – H001:* Given the characteristics of each learning technique, the high level of noise in training data, affects negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 datasets and the noisy versions of them.

## 6.2. Two sample t-test

As mentioned before, we are interested in comparing the performance of the different learning techniques on data with different proportions of attribute noise and class feature noise in the training data set, using the same test dataset. For that scope we will use the Independent 𝑡-test.

T-test is used to determine if two population means are equal or not, the most appropriate version of it is the paired t-test. It is about doing two different tests on same dataset (the test dataset is the same, we just change the train dataset).

With a two-sample t test, we are comparing the means for two different samples. Paired t-test is used when there are two measurements on the same item. [T](http://www.statisticshowto.com/t-score-formula/) score is a ratio on how different two **groups are.** The larger the t score, the largest the difference between groups. Each t-value has a [p-value](http://www.statisticshowto.com/p-value/) to go with it. A p-value is the [probability](http://www.statisticshowto.com/probability-and-statistics/probability-main-index/) that the results from your sample data occurred by chance. P-values are from 0% to 100%. In most cases, a p-value of 0.05 (5%) is accepted, proving that the initial hypothesis is rejected, statistically excluding the spontaneous occurrence of the event .

## 6.3. Running the hypothesis tests

We calculated the statistical tests, t-test using the *ttest* from *spicy*. In hindsight, each time we train 2 different regression models, and for each prediction we calculate each ones RMSE against the true value. After, we use these values (list of predicted values) as an input to the t-test.

The null hypotheses will be rejected if the calculated p-value is less than the significance level of 0.05. If p-value is less than 5%, then the test concludes that there is a statistically significant difference between the two populations. In any other case, there is no statistically significant difference between the two populations and the test fails to reject the null hypothesis.

### 6.3.1. Hypothesis testing for Null hypothesis – H0

We run H0[[1]](#footnote-1) hypothesis testing between the predicted values from a model which has been trained with clean data and the predicted values from a model which has been trained with noisy data.

In the following tables, we display the results from t-test. In all different cases the p-value is significantly less than 0.05 which is the significance level and as a result the null hypothesis is rejected. Different means result in different predicted values between the clean and the noisy datasets.

#### 6.3.1.1. Air-quality

At the next tables are displayed the results from t-test.

**Linear**

Table 10: T-test Linear Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -15.03  p = 2.42e-49 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t =7.22  p = 1.18e-12 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -39.54  p = 8.26e-286 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 14.68  p = 3.25e-47 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t =- 61.20  p = 0.0 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t =18.98  p = 1.55e-76 | Rejected |

**Lasso**

Table 11:T-test Lasso Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -15.04  p = 2.09e-49 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 7.22  p = 1.20e-12 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -39.56  p = 5.57e-286 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 14.67  p = 3.58e-47 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -61.23  p = 0.0 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 18.98  p = 1.65e-7 | Rejected |

**Ridge**

Table 12: T-test Ridge Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -15.03  p = 2.42e-49 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 7.22  p = 1.18e-12 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -39.54  p = 8.26e-286 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 14.68  p = 3.25e-47 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -61.20  p = 0.0 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 18.98  p = 1.55e-76 | Rejected |

As it is shown from the tables, Null hypothesis H0 is rejected for the datasets *Air-Quality*, means that all regression models don’t have the same outcomes when they were trained with clean and when they were trained with noisy data.

#### 6.3.1.2. Computer Hardware

At the next tables are displayed the results from t-test for the *computer-hardware* dataset. Same results as the ones found in previous chapter.

**Linear**

Table 13: T-test Linear Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -2.59  p = 0.02 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 1.71  p = 0.17 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -7.78  p = 3.77e-11 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 3.64  p = 0.0009 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -9.94  p = 1.88e-15 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 5.26  p = 2.22e-06 | Rejected |

**Lasso**

Table 14: T-test Lasso Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -2.60  p = 0.02 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 1.71  p = 0.179 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -7.78  p = 3.75e-11 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 3.64  p = 0.0009 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -9.95  p = 1.84e-15 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 5.26  p = 2.24e-06 | Rejected |

**Ridge**

Table 15: T-test Ridge Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -2.59  p = 0.02 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 1.71  p = 0.17 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -7.78  p = 3.77e-11 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 3.64  p = 0.0009 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -9.94  p = 1.88e-15 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 5.26  p = 2.22e-06 | Rejected |

#### 6.3.1.3. Facebook Metrics

The pattern continuous also into this dataset.

**Linear**

Table 16: T-test Linear Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -11.95  p = 7.68e-25 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 4.90  p = 3.96e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -18.42  p = 1.68e-44 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 6.99  p = 8.02e-11 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -23.58  p = 4.11e-59 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 9.63  p = 5.79e-18 | Rejected |

**Lasso**

Table 17: T-test Lasso Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -12.01  p = 5.06e-25 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 4.90  p = 3.96e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -19.96  p = 5.11e-49 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 7.03  p = 6.38e-11 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -24.55  p = 1.08e-61 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 9.70  p = 3.68e-18 | Rejected |

**Ridge**

Table 18: T-test Ridge Regression H0 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  Clean dataset | t = -11.95  p = 7.68e-25 | Rejected |
| 0.15\_f\_train\_noisy.xlsx  -  Clean dataset | t = 4.88  p = 4.19e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  Clean dataset | t = -18.42  p = 1.68e-44 | Rejected |
| 035\_f\_train\_noisy.xlsx  -  Clean dataset | t = 6.99  p = 8.02e-11 | Rejected |
| 0.50\_c\_train\_noisy.xlsx  -  Clean dataset | t = -23.58  p = 4.11e-59 | Rejected |
| 0.50\_f\_train\_noisy.xlsx  -  Clean dataset | t = 9.63  p = 5.79e-18 | Rejected |

In general, apart from one cases (apart from one case (15% noise on the features), null hypothesis H0 is rejected for all datasets, thus Given the characteristics of each learning technique, noisy training data, does affect the final prediction of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 datasets and the noisy versions of them.

### 6.3.2. Hypothesis testing for Null hypothesis – H00

We run H00[[2]](#footnote-2) hypothesis testing between the predicted values from a model which has been trained feature noisy data and the predicted values from a model which has been trained with target noisy data. We run tests for each noise level:15%, 35%, 50%, 3 regression models: Linear Regression, Lasso Regression, Ridge Regression and 3 datasets.

#### 6.3.2.1. Air-quality

**Linear**

Table 19: T-test Linear Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 15.03  p = 2.42e-49 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = 39.54  p = 8.26e-286 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 61.20  p = 0.0 | Rejected |

**Lasso**

Table 20: T-test Lasso Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = -15.04  p = 2.09e-49 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = -39.56  p = 5.57e-286 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = -61.23  p = 0.0 | Rejected |

**Ridge**

Table 21: T-test Ridge Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = -15.03  p = 2.42e-49 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = -39.54  p = 8.26e-286 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = -61.20  p = 0.0 | Rejected |

#### 6.3.2.2. Computer Hardware

**Linear**

Table 22: T-test Linear Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 1.71  p = 0.17 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t =3.64  p = 0.0009 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 5.26  p = 2.22e-06 | Rejected |

**Lasso**

Table 23: T-test Lasso Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 1.71  p = 0.17 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = 3.645  p = 0.0009 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 5.26  p = 2.24e-06 | Rejected |

**Ridge**

Table 24: T-test Ridge Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 1.71  p = 0.17 | Accepted |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = 3.64  p = 0.0009 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 5.26  p = 2.22e-06 | Rejected |

Except the case of adding 15% noise on the features, Null hypothesis H00 is also rejected for the datasets *computer-hardware*. All regression models have different outcomes for different noise type on the same noise level. At 15% feature noise, we have already seen that the outcomes of the regression models don’t affect a lot, see Sect 6.3.1.2. At the case which H0 is accepted, the two predicted populations have identical mean.

#### 6.3.2.3. Facebook Metrics

**Linear**

Table 25: T-test Linear Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = -4.88  p = 4.19e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = -6.99  p = 8.02e-11 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = -9.63  p = 5.79e-18 | Rejected |

**Lasso**

Table 26: T-test Lasso Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 4.90  p = 3.96e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = 7.03  p = 6.38e-11 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 9.70  p = 3.68e-18 | Rejected |

**Ridge**

Table 27: T-test Ridge Regression H00 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.15\_c\_train\_noisy.xlsx  -  0.15\_f\_train\_noisy.xlsx | t = 4.88  p = 4.19e-06 | Rejected |
| 0.35\_c\_train\_noisy.xlsx  -  0.35\_f\_train\_noisy.xlsx | t = 6.99  p = 8.02e-11 | Rejected |
| 0. 5\_c\_train\_noisy.xlsx  -  0. 5\_f\_train\_noisy.xlsx | t = 9.63  p = 5.79e-18 | Rejected |

In general, apart from one cases (apart from one case (15% noise on the features), null hypothesis H00 is rejected for all datasets, given the characteristics of each learning technique, the feature noise and target noise in training data, don’t affect equally the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 2 different noise levels of each dataset.

### 6.3.3. Hypothesis testing for Null hypothesis – H000

We run H000[[3]](#footnote-3) hypothesis testing between the predicted values from a model which has been trained with data that has 35% noise and a model which has been trained with data include 50% noise. We run tests for two noise types: target noise, feature noise, 3 regression models: Linear Regression, Lasso Regression, Ridge Regression and 3 datasets.

#### 6.3.3.1. Air-quality

**Linear**

Table 28: T-test Linear Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = -24.85  p = 4.88e-126 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = 4.14  p = 6.92e-05 | Rejected |

**Lasso**

Table 29: T-test Lasso Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = 24.87  p = 2.97e-126 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = -4.14  p = 6.83e-05 | Rejected |

**Ridge**

Table 30: T-test Ridge Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = 24.85  p = 4.88e-126 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = -4.14  p = 6.92e-05 | Rejected |

#### 6.3.3.2. Computer Hardware

**Linear**

Table 31: T-test Linnear Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = 3.47  p = 0.001 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = -2.28  p = 0.05 | Rejected |

**Lasso**

Table 32: T-test Lasso Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = -3.47  p = 0.001 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = 2.28  p = 0.05 | Rejected |

**Ridge**

Table 33: T-test Ridge Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = -3.47  p = 0.001 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = 2.28  p = 0.05 | Rejected |

#### 6.3.3.3. Facebook Metrics

**Linear**

Table 34: T-test Linear Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = -6.51  p = 1.19e-09 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = 4.71  p = 9.03e-06 | Rejected |

**Lasso**

Table 35: T-test Lasso Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = 7.18  p = 2.72e-11 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = -4.71  p = 9.03e-06 | Rejected |

**Ridge**

Table 36: T-test Ridge Regression H000 null hypothesis

|  |  |  |
| --- | --- | --- |
| **Datasets** | **t-test** | **Null hypothesis** |
| 0.35\_c\_train\_noisy.xlsx  -  0.50\_c\_train\_noisy.xlsx | t = 6.51  p = 1.19e-09 | Rejected |
| 0.35\_f\_train\_noisy.xlsx  -  0.50\_f\_train\_noisy.xlsx | t = -4.71  p = 9.03e-06 | Rejected |

In general, null hypothesis H000 is rejected for all datasets, given the characteristics of each learning technique, the high level of noise in training data, affects negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 datasets and the noisy versions of them.

# Source Code

For the implementation of the regression models and the execution of statistical tests we have implemented some python scripts. Looking on the project there are 3 subfolders, one per dataset, inside of these subfolders there are the generated noisy datasets at the path /noisy\_datasets and 2 python scripts at which we run the t-test.

For example, for the *Air-Quality dataset*:

* Air-H0.py 🡪train regression models with clean and noisy dataset and calculate t-test for hypothesis H0
* Air-H00.py 🡪 train regression models with various levels of noisy data or different types of noisy data and calculate t-test for hypothesis H0 and H00. Running the script, you should define from command lien which hypothesis testing you would like to run

# 8. Conclusions

Running three statistical tests we conclude that noisy data affect the final predictions of a regression model. Comparing the outcomes from the original datasets with the outcomes from the noisy dataset using the two-sample paired t-test and 3 datasets from different domains, we conclude that adding noise either on target feature or on the remaining features of the dataset, the noise in the end will affect the outcomes of the regression problem. More specifically, the RMSE is getting bigger and bigger and the “fit” of the regression line is getting worst. The higher the uncertainty and the appearance of the noise in the dataset, the less accurate the model will be. Another important notice is that noise on target feature altered the values far more compare to the noise that was inducted into features, increasing the RMSE by a wider margin.

## 8.1. Repository

Code is available on GitHub on that link: <https://github.com/JoHNNyB92/applied/>
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1. *Null hypothesis – H0:* Given the characteristics of each learning technique, we initially propose that noisy training data, don’t affect negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 clean datasets and the noisy versions of them. [↑](#footnote-ref-1)
2. *Null hypothesis – H00:* Given the characteristics of each learning technique, we initially propose that feature noise and target noise in training data, affect the same the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 2 different noise levels of each dataset. [↑](#footnote-ref-2)
3. *Null hypothesis – H000:* Given the characteristics of each learning technique, we initially propose that the high level of noise in training data, doesn’t affect negatively the predictions of regression algorithms: Linear Regression, Ridge Regression and Lasso Regression, using 3 clean datasets and the noisy versions of them. [↑](#footnote-ref-3)