虚拟化环境下基于平均淘汰时间模型的内存工作集预测

\begin{cabstract}

虚拟化是云计算的关键支撑技术之一，它对于数据中心资源的整合和高效配置起着重要的作用。由于内存资源有限，如何在一个物理节点上的多个虚拟机之间动态分配来实现内存的高效利用一直是研究的难点。要实现内存的动态、高效调配，首先要解决的问题是对虚拟机进行实时的内存需求预测。

预测内存需求（工作集）大小的常用方法是根据内存访问序列构建失效率曲线(Miss Ratio Curve, MRC)，从而建立页面失效率和内存大小之间的关系。但是，在虚拟化环境下，虚拟机的内存访问对于虚拟机管理器来说是透明的。传统方法通过给虚拟机页表项置位,使得虚拟机的每次页面访问都发生失效并陷入到虚拟机管理器，从而获得虚拟机的内存访问序列。这种方法会带来巨大的开销，因为虚拟机的每次内存访问都会发生缺页中断，这对于虚拟机的使用者来说是不可接受的。

通过访存序列计算MRC的算法模拟页面LRU队列及替换过程，利用重用距离分布推导MRC。用链表实现LRU队列的算法的时间复杂度为$O(NM)$ (N为访存的次数，M为访存的不同地址的总数)，而平衡树算法将时间复杂度降低到$O(Nlog\_M)$。采样的方法通过截获部分内存访问的办法减少N的大小。这些优化方法需要在精度和开销之间做出权衡，特别是引入采样方法后，需要分析采样对于MRC精度的影响。

最新的AET算法引入了平均淘汰时间的概念，利用重用时间分布推导MRC。单一访问的重用时间相比重用距离能够在O(1)的时间获得，所以AET算法整体的时间复杂度降低到O(N)，更重要的是AET提出的采样算法能够在只截获部分访存情况下获得精确度很高的近似MRC。在离线情况下，使用采样的AET算法能够得到与传统LRU算法1\%误差的结果。本文将AET算法引入到虚拟化下内存工作集的在线预测上来，在全虚拟化环境下实现了内存的采样，对比了通过AET算法获得的MRC和使用经典LRU算法计算的MRC，验证了AET算法在虚拟化环境下进行内存工作集预测的可行性。本文进一步通过动态采样率的方法将开销降低，使得虚拟机内存预测系统能够在不影响虚拟机正常使用的情况下实现较为精准的工作集预测。

\end{cabstract}

\begin{eabstract}

Virtualization is a key supporting technology for cloud computing, as it plays an important role for resources consolidations and efficient allocation. How to dynamically allocate virtual machines' memory on one physical node has drawn much research attention. To achieve dynamic yet efficient allocation, the first problem to solve is real-time memory demand prediction.

To predict memory demand or working set size, a conventional approach tracks memory accesses and constructs a miss ratio curve (MRC) that relates page miss ratio to the allocated memory size. However, in virtualized environment, a virtual machine' memory accesses are transparent to the virtual machine manager (VMM). Our work intercepts a virtual machine's memory access by marking the corresponding page table entry's reserved bit and thus forcing a VM exit. This method can result in prohibitive cost, because every memory access of a virtual machine will incur a page fault, which is unacceptable to the user of the virtual machine.

The traditional MRC construction algorithm emulates an LRU queue for page placement and replacement and collects reuse distance distribution that will be converted to an MRC. The time complexity depends on the structure of the LRU queue. A linked-list-based implementation costs O(NM), where N is the number of memory access and M is the number of distinct address. With a balanced tree, the cost is reduced to $O(Nlog\_M)$. Sampling can help further cuts down the frequency of intercepting memory accesses and thus lower N. These optimizations often trade between accuracy and overhead. In particular, the impact of sampling needs further investigation.

AET is a latest novel algorithm which reduces the time complexity to O(N).AET uses reuse time distribution to infer MRC. Reuse time distribution can be collected effectively through sampling. This paper implements a memory sampling technique in a full virtualization environment. Comparing the MRCs by the AET sampling algorithm and the classical LRU algorithm, we verify the feasibility of applying AET to memory working set prediction. Controlling dynamic sampling rate will further reduce the cost. Our experimental results show that, with AET, we can achieve accurate working set prediction with a negligible overhead on virtual machines.

\end{eabstract}

\section{研究背景}

随着云计算的高速发展，越来越多的用户使用云作为计算和存储资源。云计算的目标是将各种IT资源抽象并以服务的方式通过互联网交付给用户。计算资源、存储资源、软件开发、系统测试、系统维护和各种丰富的应用服务，都能被方便地使用，并可按量按时间计费。云计算让用户能够收益于当前主流的技术而无需深入的了解和掌握他们的原理，旨在降低用户使用资源的成本和帮助用户专注于他们的核心业务，而不是让计算机技术成为他们的阻碍。虚拟化实现了IT资源抽象，在大规模数据中心和云计算方面发挥着巨大的作用。虚拟化提供了隔离多个虚拟机的能力，多个虚拟机能够共享一个物理主机并且做到相互之间的隔离。虚拟化对于资源的整合，计算机安全都起到了重要的作用。那么如何利用虚拟化技术使得有限的资源能够得到最大程度的发挥和利用成为了一个富有挑战的问题。应用的行为会发生周期性的变化，他们使用到的资源也是在时刻发生变化，于是就会存在有的虚拟机资源缺乏而有的虚拟机资源过剩的情况，内存资源就是一个典型的多个虚拟机竞争使用的资源，因此做好内存资源的优化调度对于资源的合理利用具有非常重要的意义。

\subsection{虚拟化技术}

虚拟化技术是一种将计算机的各种实体资源，如处理器，内存，网络及存储进行抽象转换后呈现出来，用户不再是使用一个物理实体，他们使用的是虚拟化技术提供出来的虚拟资源。于是多个用户能够共享一个物理资源，比如一个处理器能够同时运行两个操作系统，不同任务之间有不同地址空间，映射到不同的物理内存区域。

虚拟化的模式有很多种，图\ref{fig:vmm}是xen半虚拟化技术架构图，xen是一个开放的源代码虚拟机监视器，由剑桥大学研发。xen有两种虚拟化方式：全虚拟化和半虚拟化，全虚拟化中DomU中的各个硬件都是由VMM和Dom0虚拟和模拟实现，半虚拟化中DomU中的CPU、Memory由VMM模拟实现，IO等设备分为前端(Frontend)和后端(Backend)，前端工作在DomU中，而后端工作在Dom0中。

根据虚拟化技术的特点，我们不难发现虚拟化技术拥有很多优点：

\begin{itemize}

\item 提升资源利用率：通过对物理资源比如CPU、内存、网络的抽象，同一个物理资源能够被多个虚拟机共享使用，原本一个资源过剩的物理节点能够被多个虚拟机使用，大大提高物理资源利用率

\item 提高服务可用性：虚拟化提供迁移功能，当一个物理节点出现硬件损坏时通过迁移技术将虚拟机完整迁移到另外一个物理节点保证系统可用性

\item 加速应用部署，降低运营成本：部署一个物理节点成本更低，只需要编写配置文件，用户无需再和复杂的物理设备打交道，虚拟机提供商能够提供完整的解决方案

\item 资源调度：由于所使用的资源均是虚拟资源，所以各虚拟资源之间能够灵活调度，资源过剩的虚拟机能够将过剩资源分配给资源紧缺的虚拟机

\end{itemize}

\subsection{内存虚拟化}

计算机的内存管理使用的是页式管理，应用程序使用到的内存地址是虚拟地址，虚拟地址需要经过内存管理单元(MMU) 的翻译转换成物理地址才能真正访问内存。其中的地址转换用到的是页表，页表保存在内存中，为了降低地址转换所带来的访存数，在处理器里又添加了转译后备缓冲器(TLB) 加速地址转化。

而在虚拟化环境下，这样一层地址转化是不够的，虚拟机之间感受不到对方的存在，他们会认为自己独占整个物理内存空间，因此虚拟机的地址翻译可能会将同一块物理地址分配给不同的虚拟机，这就无法实现虚拟机之间的隔离和数据的安全。为了实现内存虚拟化，让客户机使用一个隔离的、从零开始且连续的内存空间，虚拟机管理器会引入一层额外的地址空间，称为客户机物理地址空间(Guest Physical Address,GPA)。这个地址空间并不是真正的物理地址空间，只是虚拟机虚拟地址空间映射到的物理地址空间，对于虚拟机来说GPA 是连续且从零开始的，GPA 还需要进一步的地址转换映射到真正的物理机的物理地址上。GPA 不能用作物理机内存寻址，还需要做一个转化，在全虚拟化下通常有两种方法能够做到，影子页表和EPT 页表，他们都通过建立GPA 到物理地址映射来实现。

内存虚拟化是实现虚拟机内存隔离的手段，为了保证内存资源的有效利用，还需要用到内存调度，当虚拟机内存不足时增加虚拟机的内存，内存富裕时让出内存，内存调度用到的技术是气球驱动技术，它是虚拟机操作系统里的一个模块，通过充气和放气来分别回收和返还内存，通过充气回收的内存交给虚拟机管理器管理供其他虚拟机使用。

\subsection{虚拟化下动态内存调度的挑战}

目前为止，虚拟化技术已经提供了一套完整的内存管理方案，包括内存资源的隔离，共享，不同虚拟机间内存的调度，但是什么时候去调度内存，不同虚拟机之间需要调度多少内存仍然是一个挑战，要做到精确内存调度的前提就是精确预测虚拟机当前的内存使用量。然而应用程序的行为是时刻变化着的，通常我们使用工作集(Working Set Size，WSS)\parencite{wss}去刻画最近一段时间虚拟机的内存使用量。

工作集(WSS)定义一个进程在t时刻的工作集$W(t, \tau)$为进程在$(t - \tau, t)$时间段里访问到的内存大小。 但是工作集理论有一定的缺陷，它并不直接和应用程序的性能相关。比如一个应用程序顺序扫描100个页面，那么在这个短暂周期里面，它的工作集大小就是100页，但是给这个应用程序分配一个页面或者100个页面的内存缺失率是一样的，这个缺失率都是100\%。

另外一个更好的方法是使用失效率曲线(Miss Ratio Curve, MRC)来刻画内存大小和性能之间的关系，MRC能够反映在不同缓存大小下的缓存失效率，这里的缓存概念是宽泛的，可以是CPU和主内存之间的缓存(cache)，也可以是内存和磁盘之间的磁盘缓存(disk cache)，当然内存也可以看作是磁盘的缓存。内存的失效意味着内存里没有当前访问的页面，这个页面可能被交换到了磁盘的交换分区，所以这次内存访问还要涉及从磁盘交换分区将这个页面换回内存的操作，我们称这个过程为swap。

传统的计算MRC的办法是使用LRU栈算法\parencite{Mattson1970Evaluation}，使用LRU链表去模拟缓存的写入替换，由于链表的插入移动开销都是$O(n)$，所以算法的时间复杂度很高，对于LRU栈算法有平衡树优化算法能够将缓存块查询移动开销降低到$O(logn)$。

无论是用定义去计算工作集即统计过去t时间里的访存数还是用MRC方法去估计工作集，都面临需要完整访存序列的要求，但是在虚拟化环境下获得完整访存序列的时间开销很高，上述算法并不适用于在线计算。最新的研究AET算法\parencite{aet}使用基于平均淘汰时间的MRC计算方法，该模型用到的重用时间利用hash表能够在O(1)的时间获得，首先它降低了计算的复杂度。其次，基于平均淘汰时间的AET模型在使用采样的情况下仍然能够获得较高的精度。该算法目前还只用于离线数据分析，在已获得访存序列的情况下AET模型能够获得和传统LRU算法相近的精度，我们希望能够将AET模型用于虚拟化环境下内存精确预测，如何实现该模型以及验证该模型在内存工作集预测上的时间开销以及准确度是这篇文章的重点。

\section{本文的主要贡献}

本文实现了基于平均淘汰时间(AET)的内存工作集预测系统，主要贡献如下：

\begin{itemize}

\item 深入研究linux操作系统页面管理方式以及虚拟化内存管理方式，根据虚拟化内存管理原理实现了透明的内存截获方法，获得虚拟机内存访问序列。

\item 根据截获到的虚拟机内存访问序列，基于平均淘汰时间模型构建重用时间分布，做到能够实时构建失效率曲线，估计虚拟机当前工作集大小。

\item 为了降低开启该系统所带来的对于虚拟机的性能损失，引入热页集，降低截获虚拟机内存访问的频率，从而降低了因为截获内存访问所带来的时间开销。

\item 将基于平均淘汰时间模型里的采样方法引入该系统，进一步降低截获内存访问的频率，提出动态采样率算法，根据程序运行的阶段性，动态调整采样率到合适的范围，控制系统平均开销在2\%以内。

\item 通过实验验证该系统在内存工作集预测上的可行性，准确度，以及评估引入该系统之后带来的虚拟机性能损失

\end{itemize}

\section{本文的组织结构}

\begin{itemize}

\item 第一章序言介绍背景知识，引入内存工作集预测的需求和难点。

\item 第二章介绍相关工作，主要涉及工作集预测常用的工具——MRC曲线，包括MRC曲线的计算方法和算法优化，以及MRC曲线在多层次存储结构下的应用。介绍已有的内存工作集预测方法，以及对于这些预测方法的优化。

\item 第三章介绍linux下页面管理方法以及全虚拟化下内存虚拟化的方式。

\item 第四章设计基于平均淘汰时间(AET)模型的内存工作集预测系统，包括如何在全虚拟化环境下截获客户机的内存使用，如何实现AET算法，以及通过各种手段降低预测系统对于虚拟机性能的影响。

\item 第五章对本文实现的全虚拟化下内存工作集预测系统的正确性、可行性进行实验分析。

\item 第六章总结本文的工作。

\end{itemize}

\chapter{相关工作}

内存工作集的预测一直是具有挑战的研究内容，无论是在裸机还是在虚拟化环境下。由于操作系统和硬件的若干优化，内存访问的模式发生很大的变化，大量的内存访问都是由硬件直接完成，软件并不知晓具体的访存行为。在不知晓访存行为的情况下，预测内存工作集的方式大致可以分为系统统计法和采样标记法，系统统计法由进程的活跃页面数等统计值直接提供，是一个进程累积一段时间的统计值；采样标记法通过随机给一组页面做记号，一段时间后扫描所有页面统计标记页面的比例从而估算总的页面使用情况。而在知晓访存行为情况下，通过计算失效率曲线(MRC)能够刻画内存数目和应用程序性能之间的关系。相比于系统统计法和采样标记法，这种方法具有更高的精度。

要获得访存行为能够利用的方法只有页面截获法，页面截获法通过操作页表项人为制造缺页错误，使得硬件在内存读取时发生错误陷出到缺页中断处理流程，软件修复人为的缺页错误的同时也就截获了这次内存访问。但是这种方法的开销很高，因为页面截获增加了内存访问的路径长度，所以这种方法需要优化的手段。

在本章中，我们首先会介绍失效率曲线(MRC)的定义，讨论计算MRC的经典算法，以及围绕这个经典算法做出的优化，阐述如何利用MRC去预测分级存储器体系结构下各级缓存的大小。然后介绍一下内存工作集预测的方法以及最新的关于内存工作集预测的优化方法。

\section{失效率曲线MRC}

\subsection{MRC定义}

失效率曲线(MRC)是衡量缓存大小和性能之间的一个重要的工具，它刻画了不同缓存大小下所对应的失效率，通过MRC，我们可以重新定义工作集大小，即在不显著影响应用程序性能条件下所需要的缓存大小。

如图\ref{fig:mrc}所示，当缓存大小为0的时候，失效率为100\%，即所有的访问在缓存中均会失效，随着缓存大小的增大，失效率将会逐渐降低，这是由程序的局部性决定的，这里的局部性主要指的是时间局部性(如果一个信息项正在被访问，那么在近期它很可能还会再次被访问)。有了MRC，我们可以定义工作集大小为失效率为M时的缓存大小，M是应用程序所能容忍的失效率。

\subsection{MRC算法}

传统的计算MRC的算法是LRU栈算法\supercite{Mattson1970Evaluation},当我们得到一个访存序列的时候，顺序扫描这个序列，在LRU栈里面查找当前访问的地址所处的栈的深度，这个深度即是这个访问的重用距离，并在对应的重用距离直方图加一，完成这个操作之后将这个访问地址移动到LRU栈的头部表明这个访问地址是最近被访问到的，扫描完整个序列之后我们就得到了重用距离分布图。

表\ref{tab:LRU-Stack}是LRU栈算法的示例，每一次访问都会引起栈中元素的移动，最近的访问会被放在栈的头部，其余元素依次向栈的尾部移动。如果这个访问地址在栈中出现过，则获得它在栈里的深度，并将这个访问地址从原来位置移动到栈的头部。初始时候栈为空，所以第一次访问时这个地址的栈深度可以理解为无穷大，当一个访问地址被再次访问时这就叫做重用，重用距离即是该地址在栈里的深度。如果将一个地址的第一次使用也看作重用，那么这次的重用距离也就理解为无穷大。于是在扫描完一次访问序列之后我们就得到了如表\ref{tab:LRU-Stack2}所示的重用距离分布表。通过表\ref{tab:LRU-Stack2}，我们能够得到失效率曲线的计算公式，对于给定缓存大小d，对应的缓存失效率$MRC\_d$为：

\begin{equation}

MRC\_d = \sum\_{i=d}^\infty f\_i

\end{equation}

LRU栈算法的时间开销不难分析，每一次的访问都首先要在栈里查找这个地址是否使用过，查询开销为$O(n)$，如果没有找到则添加这个访问地址到栈的头部，找到则将这个访问地址从链表的当前位置移动到链表的头部，这两种情况的开销都是$O(1)$，用数组保存重用距离分布表，那么每次更新重用距离分布表的开销也是$O(1)$，空间开销包括保存栈的链表以及重用距离分布表，其大小均和访问的不同地址数目相关，假设访问的不同地址总和为M，空间开销则是$O(M)$。

虽然LRU算法是最为经典的MRC计算方法，但是其算法的时间复杂度和空间复杂度都较高，所以近来有很多的研究在MRC的精确度和开销上做了一些平衡，试图以较低的开销得到近似精确的MRC。

Counter Stack\supercite{wires2014characterizing}创造了一个新颖的矩阵，给定一个访存序列(a,b,c,a)，能够得到表\ref{tab:Counter-Stack}所示的矩阵, 第i行第j列表示从第i次访问到第j次访问中的不同地址的个数，利用这个矩阵，通过推导我们就能够计算出每一次访问它的重用距离。但是如果将这整个矩阵存放在内存中，其空间开销会是访存长度的平方。通过降低采样和剪枝，Counter Stack实现了亚线性开销，并且使用采样并没有影响精度。

Shards\supercite{waldspurger2015efficient}降低开销的方式更加直观一些，对于一个访存序列来说，Shards采用对地址进行hash的方式选择性地进行监控，即满足$hash(addr) \; \% \; T \; < \; P$的地址才被记录下来，此时的采样率为$\frac{T}{P}$，因为有了采样，所以实际上得到的重用距离会偏小，Shards通过将实际得到的重用距离除以采样率$\frac{T}{P}$来近似估计真实的重用距离，实验表明这样得到的MRC和真实MRC的误差也非常小。

AET\supercite{aet}跟前面研究计算访问的重用距离的方式不同，它记录的是重用时间，即同一个地址两次访问之间间隔的重用时间，这个重用时间可以用处理器的周期数来度量，AET利用缓存的淘汰时间进行建模，推导出了重用时间分布和MRC之间的量化关系。重用时间的获得比重用距离的获得要更加轻松，只需要hash表保存每个地址的上次访问时间便能够做到，并且每次更新重用时间分布的开销都是$O(1)$。进一步，AET通过采样的方式决定是否要监控访问序列中的某一次访问，不同于Shards对地址做hash，采样的集合是固定的，AET实现的采样是随机采样，每一个访问序列都有概率被监控到。因此AET算法的时间空间开销也都是亚线性的。

\subsection{MRC应用}

MRC刻画了在不同缓存大小下的访存失效率，在分级存储器体系结构中，缓存(cache)、内存、磁盘缓存、甚至磁盘都可以称之为他们下一级存储层的缓存，MRC理论也大量应用在缓存大小的分配以及在共享缓存情况下的缓存划分策略上。

RapidMRC\supercite{tam2009rapidmrc}是一个软件定义的在线方法去刻画进程的缓存需求，他们利用现代商业处理器所提供的体系结构上的支持去计算L2的MRC，并以此来优化L2的共享划分，这个体系结构上的支持用到的是PMU(Performance Monitoring Units)，PMU能够将内存访问的数据地址记录在寄存器里面。为了节省开销，RapidMRC只截获了L1的数据缓存失效(L1 data cache miss)相关的访存地址，并且在PMU将地址写入寄存器时发生中断从而截获这次L2的访问地址，通过截获到的一系列访存序列构建MRC。但是我们的实验发现在虚拟化环境下用中断方式去获得访存序列开销非常严重，因为这还涉及到指令执行权限从虚拟机ring1到宿主机ring0的切换。所以这种方法在虚拟化环境下并不适用。不过我们仍然使用PMU的计数功能去获得我们想要得到的硬件事件数，比如TLB miss和Memory Reference数。

Zhou\supercite{Zhou2004Dynamic}使用了两种方式在运行时动态计算MRC，一种方式是利用模拟器使用辅助硬件截获内存访问地址从而构建MRC，这是一种细粒度的方式；另一种方式是使用修改操作系统的软件方式通过人为制造page fault截获内存访问，为了降低开销对页面进行了分组而不是以页为单位进行计算，所以这种方式是粗粒度的计算方式。但是无论是方法一还是方法二都有局限，方法一需要额外的硬件帮助，方法二只能获得非常粗略的MRC。PATH\supercite{Azimi2007Path}在Zhou的工作之上也是利用硬件辅助提供了更加通用的页面信息，利用PATH提供的信息，LRU栈以及MRC曲线，PATH还实现了更为复杂内存管理策略，包括自适应的页面替换算法，改进的内存分配以及虚拟内存预取策略.CRAMM\supercite{yang2006cramm}同样收集详细的内存访问序列，CRAMM是一个基于LRU直方图的虚拟内存管理器，它保存了每个进程的LRU直方图，经过修改的JVM和CRAMM通信去获得有它自己的工作集大小(WSS)以及操作系统可用的内存，从而调整自己的堆大小，在不造成大量不可接受的主内存失效(major page fault)情况下通过减小堆大小可以有效降低垃圾回收的频率。CRAMM建立了一个JAVA应用程序工作集大小和其堆大小的正相关模型，通过监控工作集大小的变化动态调整堆大小。但是在虚拟化环境下，虚拟机的工作集大小和它被分配到的内存大小没有直接关系，并且CRAMM要求对操作系统的修改，在全虚拟化环境下并不适用。

现在随着redis、memcached等内存型缓存数据库的广泛使用，内存常常作为磁盘的缓存来加速数据库的访问。Moirai\supercite{stefanovici2015software}提供了一个多租户、多工作负载感知的系统帮助提高这类分布式缓存的性能，Moirai能够使分布式缓存的管理更加轻松和合理，提高整体的性能，提供多租户的隔离以及QoS保证。Moirai通过不同租户、不同工作负载的IO访问序列来计算不同负载的MRC，它采用的计算方法是Shards\supercite{waldspurger2015efficient}，根据不同负载的MRC计算出一个最优的缓存分配策略。

Multi-cache\supercite{rajasekaran2016multi}提到在当今多层级存储器架构下，数据中心通常会使用网络存储设备来存储虚拟机的磁盘，但是当不同负载下的虚拟机同时访问网络磁盘时会产生性能上的下降，因为不同的虚拟机访问磁盘的不同位置，可能两个虚拟机的局部性都很好，但是他们交替访问磁盘，那么就会带来额外的磁盘寻道时间，所以现代数据中心会在网络存储层之前，使用SSD或者是NVM作为缓存设备加速磁盘IO的速度。但是这里还有一个问题，如果一个虚拟机上有着很差的数据局部性和很高的随机IO，并且由于它频繁的IO访问导致占据大量的缓存空间，那么别的虚拟机能够使用到的缓存大小就会减小，作者利用各虚拟机磁盘访问序列计算MRC，利用贪心和启发式算法合理地为各个虚拟机划分缓存大小。

总的来说，大量的研究工作已经提出使用MRC去改进分层级存储架构的管理，包括文件缓冲管理\supercite{kim2000low}\supercite{patterson1995informed}\supercite{zhou2001multi}，页面管理\supercite{Azimi2007Path}\supercite{yang2006cramm}\supercite{Zhou2004Dynamic}，L2缓存管理\supercite{qureshi2006utility}\supercite{stone1992optimal}\supercite{suh2004dynamic}\supercite{tam2009rapidmrc}。MRC能够得到在一个特定时间段内一个进程或者是包括一组进程的工作负载亦或是一整个虚拟机的工作负载的失效率和缓存大小的关系。MRC能够帮助我们判断一组进程他的真正的缓存需求。

离线计算MRC相对容易因为不会有那么多的时间和空间限制，在线计算文件系统或者是存储设备的MRC也相对来说容易实现，因为访问地址的截获相对来说更容易实现。但是没有硬件技术的帮助，要实现内存或者是缓存的在线MRC计算难度很大。前面提到的内存缓存相关工作都对开销做了很大程度的优化来取得近似的MRC。

\section{内存工作集预测方法}

为了实现系统中的内存实时的按需分配，对内存WSS预测就提出了两个要求，一是要做到在线计算，这就要求计算复杂度不能太高，而要实现内存的按需分配，就是要保证在线计算达到一定的精度。前人的工作往往会在精度和开销做一定的平衡。目前实现内存预测主要有下面几种做法。

\subsection{系统参数法}

获取WSS最简单直接的方法就是从操作系统中直接读取。操作系统中提供了free和top等系统工具，从中可以读取到系统当前的内存使用情况。这些系统工具从本质上都是从/proc下读取到内存信息。Magenheimer\supercite{magenheimer2008memory}同样也使用了操作系统内置的性能状态来获取当前WSS，进而指导内存分配。直接获取操作系统的性能参数来估算内存WSS是一个直接且开销较小的方法。但是其最大的问题就是系统报告的内存大小比真实WSS要大，这是因为操作系统对内存的释放是“懒惰”的。在页面释放的时候，如果系统中还有空闲内存，则系统会把准备释放的页面存入page cache以便再次使用，而这一部分内存也会被记入系统报告的参数中。如果系统使用了balloon驱动\supercite{waldspurger2002memory}，那么balloon驱动使用的那一部分内存也会被系统记录。

\subsection{采样标记法}

精确度更高的办法就是继续深入到操作系统的内部，通过截获内存访问等方法来获取WSS。VMware ESX\supercite{waldspurger2002memory}使用了很巧妙的采样方法，即在每个采样周期开始时随机标记一组内存页面，一个周期以后统计这些被标记的页面占总的访问页面的比例从而推算总的页面数。这种方法的缺点是会有一定的误差，并且这种方法即便准确估算出过去一段时间使用的页面数，也不能反应页面数目和性能之间的联系，不能为回收多余页面提供参考依据。

\subsection{页面截获法}

通过绘制MRC同样能够为工作集大小预测提供参考，当内存资源紧缺无法满足一个进程所有页面要求的时候就需要回收内存，回收多少内存我们可以根据MRC提供给我们的信息来决定。假如当前进程能够在95\%页面失效率情况下没有显著影响性能，那么我们可以回收内存到失效率为95\%时所对应的内存数量。不过页面跟踪法在具体实现上是有难度的，由于内存访问的频繁性，获得所有的内存访问将会带来巨大的开销，并且由于计算MRC需要对每一次内存访问都做计算，没有经过优化的LRU算法的时间复杂度为$O(M)$(M为访问到的不同页面的个数)，这个开销经过我们实验测试是几百甚至上千倍，为了做到实时计算MRC而又不显著影响应用程序的性能，需要对计算MRC的方法进行优化。前面也提到过通常有两种方式实现内存页面的跟踪，硬件方式和软件方式。硬件方式是通过在内存总线上添加小的硬件设施获得每一次的内存访问，软件方式则是人为的制造page fault或者是扫描页表项对页表项加标记。

\section{内存工作集预测方法优化}

表\ref{tab:WSS}总结了各种方法的特点。从这个总结中可以看出系统参数法虽然开销低，但是精确度不高，因为操作系统只能给我们有限的统计数据，而且这些统计数据是累加值，并不是过去一段时间里的值，因此不能作为实时内存预测方法。而VMWare提出的采样方法类似于生物学统计物种数量的方法，通过标记一部分页面，然后在回收时候根据回收页面中标记页面的比例估计总的页面使用数，这种方法具有理论基础，精确度较高，因为需要标记页面和统计标记页面的比例，所以有一定的开销，但是这种方法和用工作集定义去预测工作集方法一样无法建立内存大小和性能之间的关系。所以最近的研究成果都是试图通过页面截获的方式计算失效率曲线(MRC)来预测工作集，由于没有特殊的硬件辅助支持，所以通常都是用软件的方式截获内存访问。

不过软件手段还需要优化才能够满足低开销的要求。经典的使用LRU算法计算MRC的时间复杂度为$O(MN)$，其中N是访问序列的长度，M是访问到的不同地址的个数，空间复杂度为$O(M)$，Bennett\supercite{bennett1975lru}使用线段树来优化算法，将时间复杂度降低到$O(NlogM)$，足迹理论(footprint theory)\supercite{ding2012higher}\supercite{xiang2011linear}是最早能以线性时间计算MRC的算法，该方法采用了重用时间的概念而非重用距离，其时间复杂度为$O(NloglogM)$，利用足迹理论得到的MRC具有非常高的准确性并且这种方法已经被多个应用所采用\supercite{wang2015optimal}\supercite{hu2015lama}\supercite{hu2017optimal}\supercite{luo2017thread}。而Shards\supercite{waldspurger2015efficient}和Counter Stack\supercite{wires2014characterizing}则是首次提出降低空间开销的技术，并且他们的时间复杂度也是线性的。除了优化计算MRC算法，别的降低开销的软件方法也被提出。比如利用程序的局部性原理将内存分为活跃内存(active)和不活跃内存(inactive)(有的文章里称为hot和cold)\supercite{Zhou2004Dynamic}\supercite{yang2006cramm}\supercite{zhao2009dynamic}，对于活跃内存我们不去截获他们的访问，只截获不活跃内存的访问，计算不活跃内存的MRC，最后再加上活跃内存的数量即可估计总的内存使用量。还有文章利用程序的阶段性，如根据硬件计数器的变化情况来推测当前内存使用量是否在发生剧烈的变动，如TLB miss的值就能够反应当前应用使用内存情况的波动，当应用程序的内存使用波动不剧烈的时候，可以选择不截获内存\supercite{zhao2009dynamic}\supercite{tam2009rapidmrc}\supercite{bruening2001design}，这些方法对降低开销都起到了一定的作用。

\chapter{虚拟化下的内存管理}

前面提到内存预测的相关工作都是采用截获缺页异常(page fault)的方式来获得内存访问序列。本章我们将要简要回顾一下操作系统基于页的内存管理方式，以及在虚拟化下内存是如何做到在多个虚拟机之间共享，隔离，不冲突地使用物理内存。本章是下一章实现虚拟化下内存工作集预测的理论基础，我们将在现有的内存虚拟化下实现扩展以达到我们的目的。

\section{页式管理}

在现代操作系统中，各进程的虚拟空间划分成若干个长度相等的页(page)，而物理内存划分为同样大小的页框(page frame)，程序加载时，可将任意一页放人内存中任意一个页框，这些页框不必连续，从而实现了离散分配。该方法需要CPU的硬件支持，来实现虚拟地址和物理地址之间的映射。在页式存储管理方式中虚拟地址由两部分构成，前一部分是页号，后一部分为页内偏移。

如何通过页号找到真正的物理页框，并且保证在发生进程切换后不同进程的地址空间能够映射到正确的物理地址上，就需要为每个进程引入新的数据结构，这个数据结构就是页表(page table)。在进程加载时，页表也同时被加载进内存。不难计算要维护虚拟地址中的页号到物理页号的映射，以32位操作系统和4K页为例，页内偏移占12位，剩余20位表示页号，那么一共$2^{20}$个页，需要4MB的空间，这样显然浪费空间，所以页表的管理都是采用分级的页表。

64位系统下采用的是如图\ref{fig:paging}的地址转换，这个转换过程通常是由处理器的硬件直接完成，不需要软件参与，这个硬件称为内存管理单元(MMU)。通常，操作系统只需在进程切换时，把进程页表的首地址装入处理器特定的寄存器中(cr3)。一般来说，页表存储在主存之中。这样处理器每访问一个在内存中的操作数，就要多次访问内存。

\begin{itemize}

\item 读取内存中的页表完成逻辑地址到物理地址的转换，由于多级页表的存在，读取内存的次数还不止一次

\item 使用地址转换得到的物理地址完成真正的内存读写操作。

\end{itemize}

这样做时间上耗费严重。为缩短查找时间，可以将页表从内存装入CPU内部的关联存储器(例如，快表TLB) 中。此时的地址转换过程是：在CPU提供访问地址后，由MMU自动将页号送人快表，将页号和TLB中的页表项进行比较，如果匹配则直接从TLB里直接读出物理页号，这样就无需访问内存中的页表。由于TLB的访问速度比内存的访问速度快很多，这就加速了地址转换的过程。

在程序的执行过程中，因为遇到某种障碍或者错误无法完成地址转换，CPU 会产生一次缺页异常(page fault)，这就需要做相应的page fault处理。基于 CPU 的这一特性，Linux 采用了请求调页（Demand Paging）和写时复制（Copy On Write）的技术。

\begin{itemize}

\item 请求调页将页框的分配推迟到不能再推迟为止。这是因为进程并不会马上访问进程空间的所有地址，有一部分地址甚至永远也不会被进程使用。所以系统只分配用到的页框，这就增加了系统空闲页框数，使内存利用率提高。当进程访问一个不在内存中页的时候，就会通过缺页处理将所需页面调入内存中。

\item 写时复制用于系统调用fork，父子进程以只读方式共享页框，当其中一个进程修改页框时，系统才通过缺页处理为进程分配一个新的页框，将权限置位可写。

\end{itemize}

无论是请求调页技术还是写时复制技术，他们都说明物理页框的分配是在应用程序真正使用内存的时候才会去做，那么在page fault处理程序中我们就能够得到页的首次访问。

前面我们提到了页面的分配，操作系统同时还承担着回收页面的责任，应用程序在需要内存的时候会向系统申请内存，但是他们未必会在使用完这些内存之后主动将页面还给操作系统，长此以往，所有进程都不交还申请的页面，只会导致需要页面的进程得不到内存，而空闲的页面也得不到释放，所以操作系统还需要提供相应的功能去回收他们。

linux里的页面回收算法也是基于LRU算法的，已经很久没有访问到的页面是适合被回收和释放的，操作系统维护了两个双向链表：active链表和inactive链表，这两个链表是linux完成页面回收重要的依据。顾名思义，经常被访问的页面也会被放在active链表里，不常访问的页面则被放在inactive链表里，页面在两个链表间移动，当然操作系统并不是简单的从一个页面一次访问就从inactive链表放入active链表，linux还引入了两个标记位：PG\\_active和PG\\_referenced。一个页面初始时两个标记位都为0。如果访问到一个PG\\_active的页则保持其在active链表的位置，否则，如果访问到一个PG\\_referenced为0的页，则将PG\\_referenced置1但仍位于inactive链表，如果PG\\_referenced为1，则清除PG\\_referenced位，置上PG\\_active位，并将页面从inactive链表移动到active链表。页面回收发生时就会从inactive链表里选择尾部的页面。

\section{虚拟化下的内存管理}

内存虚拟化目的是让客户机使用一个隔离的、从零开始且具连续的内存空间，它引入一层新的地址空间，叫做客户机物理地址空间 (Guest Physical Address, GPA)，这个地址空间并不是真正的物理地址空间，它只是客户机虚拟地址空间在客户机物理地址空间的一个映射。对客户机看到的物理地址空间都是从零开始的连续地址空间，但从宿主机的角度来看，客户机的物理地址空间并不一定是连续的，客户机物理地址空间有可能映射在若干个不连续的宿主机地址区间，如图\ref{fig:addr\_translate}所示：

客户机的物理地址并不能直接用于内存的地址寻址，为了完成地址转换，xen用了两种表：P2M和M2P，P指的是客户机的物理地址，M指的是机器的物理地址，每个客户机的物理地址映射到机器地址的方式是不同的，所以每个虚拟机都有一个P2M表，M2P是机器地址到客户机物理地址的映射，由Xen维护。虚拟化有两种模式，半虚拟化和全虚拟化。半虚拟化需要修改客户机操作系统以支持底层的虚拟化设施，全虚拟化顾名思义无需修改客户机操作系统即可移植到虚拟化环境下。我们这里研究对象是全虚拟化。

全虚拟化下的内存虚拟化有两种方式。影子页表(shadow page table)和硬件辅助虚拟化(hap)。

\begin{itemize}

\item 影子页表(shadow page table)

影子页表如图\ref{fig:shadow}所示，虚拟机管理器为每个虚拟机都维护一套影子页表，影子页表顾名思义和客户机操作系统的页表类似都是分级的页表，并且客户机页表的每一项在影子页表中都有着复制。客户机页表的起始地址为Cr3，这个Cr3地址是由客户机操作系统分配，但是当客户机操作系统发出一个加载Cr3指令的时候，由于这是一个特权操作，而客户机操作系统运行在ring1，它无权使用这个指令，所以运行的控制权交给了虚拟机管理器(运行在ring0)。虚拟机管理将Cr3寄存器的值写成影子页表的起始地址，这样，客户机管理系统以为它自己使用的是自己的页表，而其实是使用的影子页表。

在使用影子页表的时候会有两种情况会发生缺页中断，一种是客户机操作系统本身的缺页中断，比如客户机操作系统还没有分配这个页，所以页表项的present位为0。另外一种情况是客户机操作系统的页表和影子页表不同步。这是因为影子页表的建立是滞后的，在客户机操作系统因为访问了无效的影子页表而发生缺页中断的时候，影子页表才有了机会去更新自己的影子页表项。

当缺页发生时，虚拟机管理器首先检查引起异常的原因，然后对发生异常的客户机虚拟地址在客户机页表中所对应的执行权限进行检查，根据异常错误码确定此异常的原因，如果该异常是由客户机引起，则虚拟机管理器将权限交还给客户机操作系统。如果该异常是由于影子页表和客户机页表不同步导致，则虚拟机管理器根据客户机页表建立相应的影子页表，将真正的物理地址填充到影子页表项中，并且根据客户机页表填充影子页表相应的访问权限位。

\item 硬件辅助虚拟化(hap)

硬件辅助虚拟化是使用硬件的方式引入了另一个页表叫做ept页表，ept页表的分级映射方式和普通的页表分级方式完全相同，如图\ref{fig:ept}所示是使用ept页表进行地址转换的过程，ept页表使用专门的eptp寄存器保存ept页表的起始位置，在客户机操作系统完成正常的页表查询得到物理地址之后，硬件自动将客户机物理地址再在ept页表中查询以得到宿主机的物理地址。

在客户机进行地址翻译的时候由于缺页和写权限不足等因素导致客户机退出，产生ept异常，对于ept缺页异常，虚拟机管理器将客户机物理地址映射到虚拟机管理器的虚拟地址，为虚拟地址分配新的页面，然后再更新ept页表，建立起客户机物理地址到宿主机物理地址映射。对ept写权限引起的异常，虚拟机管理器则通过更新相应的ept页表来解决。

\end{itemize}

我们实验使用的环境是用的影子页表，ept模式下的实现是类似的，对于影子页表的同步还有几点需要考虑

\begin{itemize}

\item Access和Dirty位

由影子页表的性质我们能够发现影子页表的建立一定不早于客户机页表的建立，所以客户机页表的第一次访问一定会被宿主机截获因为此时访问的影子页表不存在，这个时候在影子页表中建立线性地址到物理地址的对应关系，并将客户页表中相应项的Access位置1.

对于Dirty位，宿主机在影子页表中建立线性地址到物理地址间的映射之初，可以将页置为只读，这样当客户机对该页进行写操作时，将由于权限不足导致页面故障，使宿主机获得控制，进而有机会确保影子页表项和客户机页表项在Dirty位上的一致。

\item 影子页表性能

影子页表的实现是影响客户机性能的关键因素，其最大的开销为当客户机操作系统发生进程切换而切换Cr3或者刷新TLB的时候，原来的影子页表就会被删掉重建，而客户机在实际运行过程中切换Cr3是非常频繁的，影子页表删掉重建的开销不容忽视。而实际上，刚被删掉的页表又很有可能马上会被使用，如果在客户机进程切换的时候，宿主机知道哪些影子页表不会被更新而保留下来，只更新会发生改变的页表，那么就能大大地降低开销。

一种优化方法是在影子页表第一次被分配时，就把该影子页表的上一级页表项中的页表的访问权限设置为只读，这使得客户机下次要修改该客户机页表时就会发生缺页中断，但是因为一个客户机页表中可能对应多个影子页表，宿主机要保证在这时所有的影子页表的权限都是只读的。

\end{itemize}

\chapter{基于平均淘汰时间模型的内存工作集预测系统设计}

要完成基于平均淘汰时间模型的内存工作集预测系统，首先需要在虚拟机管理器截获虚拟机的内存访问，由于虚拟机的内存访问对于虚拟机管理器来说是透明的，所以需要额外的机制帮助虚拟机管理器。获得访存序列之后用AET算法计算MRC，在计算MRC过程中我们发现如果不加任何优化，这样的预测系统将会给虚拟机带来巨大的开销，通过大量的实验和观察，我们设计和实现了热页集和动态采样率优化，本章将会详细介绍基于平均淘汰时间模型的内存工作集预测系统是如何设计的。

图\ref{fig:system\_overview}是虚拟化下内存工作集预测系统的概要图，主要分为了两个部分，一部分是左半部分的页表项集合(PTE Collection)，上一章已经分析了影子页表的更新和同步机制，通过对影子页表更新和同步的截获，能够获得客户机使用的页面的页表项，保存页表项集合之后我们能够通过对客户机页面页表项进行置位来使客户机访问页面时失效从而截获客户机页面的访问，这是系统的第一步。

右半部分和AET实现以及系统优化相关。AET的计算复杂度不高为O(1)，但是缺页中断的代价很高，为了降低整体系统的开销，就要减少缺页中断的次数，但是减少缺页中断次数又会影响到AET算法的精度，在经过试验权衡之后，系统通过引入热页集和动态采样率方法将开销降低到能够容忍的范围，并且还能够得到精确度很高的MRC。

热页集(Hot Page Set)是将最近访问的页面加入热页集，热页集里的页面不再跟踪，即清除对该页面页表项的置位。热页集的构造是环形队列，后文会解释为什么要构造这样一个数据结构，当热页集满时，将队列尾部的页面剔除出热页集，加入冷页集，冷页集是个抽象的概念，实际并没有相应的数据结构，冷的页面我们会置位以恢复对它的跟踪。动态采样率是根据运行时的参数通过外围控制器控制采样比例，每次扫描页表项置位的时候根据采样比例对部分页面置位。

图中的Hash Table用来记录页面的访问时间，这样当重用发生时从hash表读取上次访问时间，得到重用时间，更新重用时间分布图(Reuse Time Histogram)，更新hash表里的访问时间。

本章的后续部分我们将深入系统的各个部分，解释设计和实现的细节。

\section{虚拟化环境下的内存截获}

在虚拟化环境下，宿主机对于客户机的运行知之甚少，只有当运行在ring1的客户机执行特权指令的时候控制权限才回到宿主机(ring0)上，我们作为虚拟机物理资源的管理者，只有当访问权限陷入到宿主机的时候才能做一些额外的操作。要做到虚拟机内存的预测，无论是使用哪种算法，我们首先都需要获得虚拟机的内存访问序列。在页式管理的操作系统中，内存访问序列也可以看做是页面访问序列，相比于地址访问序列，页面访问序列会少很多，不仅仅是因为一个页面包含512个地址(64bit)或者1024个地址(32bit)，而且由于空间局部性，在短时间内，访问的地址很可能是相邻或邻近的地址。以页面为粒度去监控内存既不失精确度还能提高效率。

而截获页面我们现在唯一能够知道的入口就是缺页中断(page fault)，在裸机上，缺页中断发生在页面权限不够、当前使用的页还没有加载进内存等一系列原因，在虚拟化环境下，宿主机的缺页中断还发生在影子页表不存在、影子页表没有同步，影子页表写保护等。页表正确建立好之后的内存访问就回归正常，不再发生page fault。所以我们需要人为地制造缺页中断，使得页面的每次访问都会发生page fault陷出到虚拟机管理器，这样我们才能够拿到完整的页面访问序列。

图\ref{fig:rsvd}出自于Intel手册\supercite{Intel}，表示了各级页表目录每一个bit的含义，包括权限位，access位、dirty位等等，其中有几位需要我们特别关心，51-M位，这几位是保留位，在手册里明确提到这几位保留位必须为0，否则在访问的时候就会发生缺页中断。我们在实现中就是利用到这几位来人为地制造缺页中断。具体的实现分为了下述的三个步骤：

\subsection{PTE收集}

由于影子页表初始状况下为空，或者是在进程切换之后处于写保护状态，所以客户机进程对页面的首次访问一定会发生缺页中断，在缺页中断处理流程中，通过扫描各级页表，最终我们能够得到最末一级页表也就是页表项(page table entry, PTE)，页表项里保存的就是客户机虚拟地址所对应的物理地址。根据缺页中断的错误码修复了相应错误之后，我们就将PTE对应的51-M保留位全部置1，这样下一次对该页的访问就会再次发生page fault。

但是这么做会带来一个问题，如果在这一次缺页中断里面就设置了保留位，那么当缺页中断处理完毕并将指令执行权限交还给客户机之后，客户机一执行这条访存指令就又会发生我们人为制造的缺页中断，这就导致程序死循环，该页面的缺页中断永远无法修复。简单的办法就是让缺页中断处理程序检查保留位，因为只有我们才会去置保留位，当发现是我们人为制造的page fault后就不再置保留位，而是将保留位全部清零保证客户机能够正常执行下去。这样做之后我们就失去了对该页的监控，我们的做法是当虚拟机下一次陷出的时候置位之前缺页中断里的PTE，所以这就至少需要一个单位的空间来保存上次缺页中断时候的PTE。

实际上我们并不仅仅保存上一次缺页中断的PTE，出于后面系统扩展性的考虑，我们将所有的PTE全都保存了下来，由于缺页中断里获得的PTE是会有重复的，所以这里我们实现集合来保证所有PTE没有重复。

\subsection{置位}

刚才也提到置位的时机并不是这个页发生缺页中断的时候，否则会导致死循环，而是把置位的时机放在了下一个缺页中断的时候。这样显然会带来一个问题，因为我们不是在一个页修复错误之后马上对其监控，那么在下一个页发生缺页错误之前对这个页的访问全都无法截获，举个例子，当有如下的页面访问序列：“aaaaabbbbbcccccaaaaa”，在a第一次访问发生缺页中断之后我们便失去了对a的跟踪，当第一个b页面访问时，才会去置页面a，所以我们得到的访存序列为"abca"。其实这个问题并不会影响我们的结果，反而能够提升我们系统的效率，一个页内部的连续访问我们可以理解为这个页只访问了一次，因为我们的监控粒度是页而不是字节，并且一个页的连续访问也不会影响操作系统的页面替换算法。事实上在之后的一个小节中我们还将进一步把这个置位间隔设置得更大，短时间内不监控的页面更多，这部分页面我们称之为热页，下文将详细介绍相关概念。

\subsection{修复人为错误}

修复人为错误相对比较容易，只需要在缺页处理流程中判断是否是我们人为制造的错误，如果是则将对应相关的保留位清零，然后返回客户机操作系统即可。

至此我们已经能够在全虚拟化下截获到客户机页面的访问，获得页面访问序列之后就能够通过特定算法计算内存工作集，下面一节将会解释如何将AET模型应用在系统里。不过在运行时用上述方法截获所有内存访问带来了巨大开销，在虚拟机的性能影响非常显著，后文会通过三种方法对内存截获进行优化。

\section{AET模型的引入}

\subsection{AET模型的原理}

缓存系统使用的替换算法通常是LRU算法，根据LRU算法，无论缓存是如何组织的，缓存命中或者是缓存失效都会导致缓存块的移动。AET模型和缓存块的平均淘汰时间相关，缓存块在被淘汰之前也许会发生多次重用，而淘汰时间是在缓存块最后一次被访问到至被淘汰的时间。

AET模型基于缓存块移动的概率，假定AET(c)是大小为c的全相连LRU缓存的所有数据淘汰的平均淘汰时间，$T\_m$为缓存块移动到位置m的时间，很显然$T\_0=0$以及$AET(c)=T\_c$。假定rt(d)为重用时间为d的访问次数，n为所有的访问次数，用f(t)表示重用时间为d所占比例，则$f(t)=\frac{t}{n}$。使用P(t)表示重用时间大于或者等于t的比例，那么$P(t) = \sum\nolimits\_{x \geq t}f(x)$。缓存块在缓存中是否移动依据于概率P(t)，这是因为如果一个缓存块所在位置为m，那么如果下一个数据的访问它的重用时间超过了$T\_m$，即下一个访问的缓存块的位置在该缓存块位于LRU位置的尾部，那么下一个访问就会引起该缓存块的移动。而重用时间超过$T\_m$的概率为$P(T\_m)$。换言之在m位置的缓存块向LRU尾部的移动速度为$P(T\_m)$，想象LRU是条直线道路，所有缓存块从LRU头部走到LRU的尾部，在每一个时刻都对应了一个速度，对每一时刻的速度进行积分就能得到整个LRU长度。

给定一个大小为c的缓存，根据积分公式，如果我们知道了重用时间的分布P(t)我们就能得到失效率曲线，$MRC(c)=P(AET(c))$，因为大小为c的缓存其平均淘汰时间为AET(c)，如果重用时间超过了平均淘汰时间那么这个缓存块就很可能已经被淘汰出缓存了，所以这次重用也就引起了一次缓存失效。换言之如果我们得到了重用时间分布，MRC曲线将很容易通过公式\ref{eq1}计算获得。

\begin{equation}\label{eq1}

\int\_{0}^{AET(c)}v(t)dt=\int\_{0}^{AET(c)}P(t)dt=c

\end{equation}

\subsection{AET模型的实现}

AET模型需要记录的是重用时间的分布，因为是概率模型，所以也不需要全部完整的重用时间分布，这让采样计算有了可能。我们现在这个系统已经实现了页面置位，页面中断截获。而要引入AET主要就需要记录一下我们每次截获的页面是否是重用的页面，如果是我们需要计算重用的时间。

重用时间我们使用的是逻辑时间而非物理时间，对于一个访存序列，一个逻辑时间即是一次访存，所以重用时间就是在一个地址的重用间隔内的别的内存访问总数。重用时间的记录和计算都是非常容易实现的，用一个全局时间记录当前时间，每次访存给全局时间加一。用hash表根据访存地址找到上次访问的访问时间，用现在的全局时间减去上次时间得到重用时间，更新重用时间分布直方图，更新hash表里的该地址访问时间为当前全局时间。

在我们系统的最初实现中，我们想要获得的是每个页的重用，但是我们系统在修复页面之后，如果接下来的若干访问都是该页内的访问而没有访问别的页，我们并没有机会去给该页置位也没有办法截获到这些页内的连续访问，一旦访问了另外的页才能恢复对该页的监控。为了获得在一个页内部的连续访问次数，也就是重用时间都为1的这些访问数，我们想到了用硬件计数器，硬件计数器能够记录系统访问内存的次数。但是在我们加入硬件计数器之后，我们仍然没有得到满意的结果，我们分析一个页内的访问可能读取也可能不读取内存而直接被缓存命中，如果连续访问同一个地址，那么虽然访问了多次页面，但其实都是从缓存直接读走了数据，硬件计数器不会计数。后来我们又想办法通过别的硬件数据估算重用时间为1的访问，最后都没有得到满意的结果。

Zhao\supercite{zhao2009dynamic}和Wang\supercite{Wang2016Dynamic}在构建重用距离的时候也不是拿原本系统的访存序列去计算，它们利用热页集过滤后得到的访存序列构建的LRU栈，之后再计算该访存序列工作集大小，由于只是添加了一个热页集缓存，并没有减少真正的访存工作集大小，就好比在现在硬件缓存基础上增加了一个人为制造的软件缓存，他的目的是利用局部性控制开销，重用距离小的频繁的访问没有必要去计算，因为它们对于整体工作集评估影响不大。我们接下来提到的系统优化中用到的热页集想法就是出自于这两篇文章，用AET算法估计经过热页集过滤后的访存序列。

\section{系统的优化}

\subsection{热页集}

收集了所有PTE之后，我们能够通过置保留位的方式来截获所有页面访问，一旦客户机访问到了被置位的页面，便会发生缺页中断陷入到虚拟机管理器，等到保留位被清零才把指令执行权限交还给客户机操作系统。但是如果所有的客户机页面访问都被截获，那么客户机基本上无法正常运行，因为发生缺页中断的开销太大，一次缺页中断就意味着一次cache miss、TLB miss以及上下文切换。我们统计过SPEC测试程序，每秒钟就会用百万次的内存访问，所以这样的做法显然在性能上无法接受。Zhao\supercite{zhao2009dynamic}最早提出了热页集的概念，他们的做法是将页面划分成两个部分，热页和冷页，热页指的是最近访问过的页面，冷页则指的是很久没有访问过的页面，热页和冷页的概念也是来源于程序的局部性，热页是程序短时间内经常会访问的页面。热页集顾名思义就是一个包含热页的集合，最近被访问的页面被加入热页集，当然也会从热页集里面淘汰，那些许久在热页集里的页面就会从热页集剔除降级为冷页。

热页集给我们的思考是我们能不能只监控那些许久没有被访问的页面(冷页)，而无需监控热页？答案是肯定的，热页集里页面的访问序列我们并不关心，通常热页集也不会设置很大(Zhao\supercite{zhao2009dynamic}把热页集的大小最大设置到了4096个页)，热页集作用可以类比TLB的作用，在TLB里的页表项无需访问内存就能完成地址转换，热页集的做法相当于在硬件TLB的基础上又设计了一层软件TLB，好比二级TLB，由于热页集里的页面不会被截获，所以没有办法使用LRU的算法管理热页集，只能采用先入先出的原则，即先进入热页集的页会被先剔除。而我们得到的访存序列是经过这样一个软件TLB过滤的冷页访问序列。确实热页集对于预测“缓存”，即失效率比较大时候的内存大小会有影响，因为热页集不是采用LRU的替换算法，这就导致可能最近访问的页面因为更早加入热页集而被剔除出热页集，但是这只会影响重用距离直方图中重用距离小的前半部分，比如热页集大小为2时候如果有如下访问序列：“abacd”，经过先入先出热页集过滤得到的访存序列为“ab”，而LRU缓存过滤得到的访存序列是“ba”，但是我们能够发现重用距离的误差小于热页集的大小，但是截获到的访存数量不变。并且只会影响重用距离直方图中重用距离小于热页集大小的分布，对于内存工作集预测来说，我们往往只关心失效率比较小的时候的精确度，也就是说重用距离直方图中长距离的重用的精确度更加重要。

有了上面的分析，我们知道热页集应该是一个先入先出的队列，在实现上我们使用了FIFO的环形队列如图\ref{fig:hps}。当一个页面被截获到时，它就会被标记为热页加入热页集，它的相关信息被写入队列的尾部。当队列已满，队列头部的页面就会降级为冷页，并且需要置保留位恢复跟踪，接下来对该页的访问会发生page fault，我们在热页集里面会保存该页PTE所在的L1页表的页框号以及这个页在L1页表中的偏移，这是为了方便从热页剔除后快速定位该页的PTE，只需要将L1页表的物理页框号映射到宿主机虚拟地址再加上该页表项在L1页表里的偏移，就得到了PTE的地址。

\subsection{采样}

实验表明仅仅使用热页集仍然有很大的开销（SPEC CPU 2006使用2048热页集平均开销为557\%），还需要别的优化手段降低开销。前人的工作中，Shards\supercite{waldspurger2015efficient}和AET\supercite{aet}都提到了采样的方式降低开销，采样的方式比较直接，他们的核心观点围绕是否能够通过采样减少截获的页面数，而又能得到近似精准的MRC曲线。虽然对于计算MRC的算法有很多的优化，比如用线段树优化LRU栈算法，或者是发明了很新奇的低开销的算法计算MRC，采样是能够在根本上降低监控的页面数目。特别是当使用缺页中断的方式截获页面访问，其主要的开销是缺页中断所带来的开销而不是算法本身的开销。我们做了一个实验来验证开启我们的监控和不开启我们的监控缺页中断次数的比较。表格\ref{pf\_count}显示开启监控之后缺页中断的次数是原本次数的百倍，这也就不难理解开启监控带来的额外巨大的开销。

Shards\supercite{waldspurger2015efficient}和AET\supercite{aet}他们采用的采样方式还略有不同，Shards的概念非常简单，对于一个访问的位置$L$，决定这个访问位置是否被截获取决于$hash(L)$是否满足下面条件：$hash(L)\;mod\;P < Q$，这样我们估算采样率大致为$\frac{P}{Q}$。AET的采样方式是对于完整访存序列里的每一个访问，基于概率随机选择是否监控这次访问，监控这次访问即把这次访问的地址和访问时间记录在$hash$表里，等到下次访问到同样页面的时候就能够截获到一次重用，根据$hash$表得到这次重用的重用时间。AET方法不同于Shards的地方在于在AET里每一个访问都有机会被截获到，根据两种采样各自的特点，我们称AET采样方法为随机采样，Shards采样方法为集合采样。

在虚拟化环境中，随机采样是很难实现的，由于获得全部的访存序列会带来巨大开销，而无法获得全部的访存序列就没有办法随机地选择页面进行跟踪，我们现在收集了所有的PTE，就能够在特定时刻对于全部PTE采样置位某一部分PTE，采样的方法我们参考了Shards，对PTE地址计算hash，符合一定hash特征的PTE被我们置位。为了克服Shards只会采集固定集合页面作为跟踪单元的缺点，我们利用PTE集合每隔一定时间周期重新扫描和随机选取，这样能够保证采样的页面不是固定的，增加了随机因素。这也是我们为什么前文提到要收集所有PTE的原因。

表\ref{table1}使用的是固定热页集大小(64页)以及固定采样率($\frac{1}{128}$)时的开销，热页集和采样率的使用已经显著降低了客户机运行开销，但是通过表格我们发现有的测试程序的开销已经符合预期(如cactus,soplex,bzip2)，但是有的程序的开销还是偏大(如gems,milc,mcf,astar,bwaves)，我们总结当前系统仍然存在的三个问题：

\begin{itemize}

\item 热页集是基于程序局部性理论的，不同的程序有着不同的局部性程度，即使是在同一个程序的不同阶段，局部性也会变化。固定大小的热页集和采样率也许还不能将开销降低到我们能够接受的范围。

\item 同时固定热页集大小和采样率还会带来一个现象，即比如当前程序的页面总数为M，采样率为$\frac{P}{Q}$，热页集大小为H，当$M \* \frac{P}{Q} < H$时，截获到的页面数小于热页集大小，所有的页面都在热页集里，这时候不能截获不到任何的内存访问。这个问题本质是因为热页集大小被采样率放大，放大后的热页集大小可能会超过100MB，这个误差是我们不允许容忍的。这个时候有两种途径改善：一是增大采样率，二是减小热页集大小。

\item AET算法是基于概率积分的算法，如果样本太小也会影响精确度，在降低开销的同时我们也要保证算法的正确性，实现中会监测一个计算周期内AET采集的样本数，当样本过少时我们通过采取措施增加下一个周期内的样本数量。

\end{itemize}

降低开销的途径有两个，增大热页集大小和降低采样率都能降低开销，如何在这两者中做出决定并没有理论基础和前人相关工作。很明显这是一个双变量问题，通过控制变量法，我们保持一个变量不动改变另一个变量的值来观察性能变化，表\ref{table2}表明对于gems来说降低采样率马上就降低了开销，增大热页集对于开销的改变不明显。根据我们之前的分析，程序性能的高低很有可能取决于缺页中断的次数。我们再做了一组实验，控制采样率，单纯增大热页集来分析为什么GemsFDTD这个程序没有性能上的提升，这次我们统计了程序运行时总的缺页中断数。

表\ref{gems\_pf}表明在增大热页集之后没有降低缺页中断次数。理论上来说增大热页集之后从热页集中淘汰出来的页面数量会减小，因为有更多的热页没有被我们系统监控，但是有下面这种情况：一个程序的热页集比我们设置的热页集要大很多，举个例子，比如如下的访问序列：“abcdefgabcdefg”，显然这段访问序列的热页大小为7，如果当前热页集大小为2，即使把当前热页集大小扩大一倍仍然没有降低开销，所有页面在下一次访问之前都变成了冷页，因此监控到的内存访问数并没有因为热页集大小的增加而降低。所以当一个程序他的真实热页比我们设置的热页集大小大很多或者小很多，增大热页集或者减小热页集的作用并不明显。但是持续地增大和减小最终一定会起到效果。所以调整热页集来降低开销是可以做到的，不过会存在一个慢启动的过程。

然而降低采样率直接就降低了跟踪的页面集合的大小，显然这种方式的作用效果更加直接。现在我们的系统已经能够在有限开销内实现虚拟机内存工作集预测，要真正将该系统在运行时使用还有两个问题需要解决。

\begin{itemize}

\item 判断我们的工作集预测系统有没有降低客户机的性能，这是系统的前提

\item 如果发现客户机性能显著下降，怎么采取措施降低我们系统的开销。

\end{itemize}

由上面的实验和分析，我们系统采用动态采样率来降低开销，在介绍动态采样率实现之前，我们需要验证不同采样率下对精度的影响。我们的实验采用的是固定热页集大小(64page)，在不同采样率($\frac{1}{128}$，$\frac{1}{256}$，$\frac{1}{512}$，$\frac{1}{1024}$)下SPEC CPU 2006部分测试程序的工作集变化曲线如图\ref{fig:wss\_trend}。这个工作集变化曲线是通过每一个时刻的MRC曲线，然后计算$5\%$失效率对应的页面数作为工作集大小而绘制的在整个benchmark运行期间的工作集变化情况。我们实验表明在各种采样率下工作集的变化曲线基本保持一致，误差很小。AET\supercite{aet}指出在万分之一采样率仍然能够保持较高精度。有了这些实验数据和理论认证，接下来的工作便是寻找一个合适地动态采样率算法。

动态采样率第一件事情是要先确定一个初始的采样率大小。过大或者过小的采样率都会带来不好的结果。太大的采样率会使得在初始时候开销很大，并且调整采样率是需要花费时间的，如果调整采样率的时间间隔为5秒，即采样周期为5秒，需要6次调整才能够将开销降低到足够小，那么就会浪费30秒的时间在调整采样率上。最严重的还是在初始采样率下由于起初采样率一般会设置得较高，客户机的性能得不到保障。而太小的采样率一是影响精度，二就是会出现前文提到的热页集放大导致热页集里的页无法从热页集剔除，进而截获不到任何访问。通过在我们环境中进行试验测试，我们选择$\frac{1}{128}$作为起始的采样率，热页集大小固定为64个页，我们的客户机内存大小配置为4GB。对SPEC CPU 2006所有benchmark以始终$\frac{1}{128}$的采样率进行工作，得到的平均开销为$6.8\%$，不过这是在客户机内存大小为4GB下面的配置，如果虚拟机配置的内存更高，建议适当降低初始的采样率。

根据\supercite{zhao2009dynamic}的实验结果，GemsFDTD，Milc和Mcf有着很高的开销，所以我们把这几个benchmark作为实验的一部分，另外我们再从SPEC CPU 2006随机选取了五个benchmark：Cactus，Soplex，Lbm，Sjeng和Omnetpp。另外我们自己写了一个伪测试程序。我们还是固定了采样率$\frac{1}{128}$，热页集64页来进行实验。

从表\ref{table4}能够看出GemsFDTD，Milc，Mcf和Omnetpp开销偏大，另外五个测试程序的性能还是比较出色的，我们期望我们的内存预测系统的开销控制在$3\%$以内。更高的开销就无法接受了，表\ref{table4}也同样收集了内存访问数和缺页中断次数，我们发现当缺页中断占内存访问数的比例小于$1\*10^{-6}$时展现出不错的性能。这个指标也许能够帮助我们估计客户机的性能损失，指导动态采样率的过程。这个值也是具有实际意义的，它表示每多少个内存访问会发生一次缺页中断，这对于操作系统来说也是一个优化性能的重要参数。我们把这个比值作为衡量系统对于客户机性能影响的指标，也同时作为调整采样率的指导参数。

我们实验发现$1\*10^{-6}$是一个不错的性能分界线，我们把这个值称为$Sr$。如果在上一个采样时间段里，缺页中断比例比$Sr$大，则需要降低采样率，我们定义$\frac{1}{T}$为采样率以及$r$作为实际运行过程中的缺页中断和内存访问数的比例，那么我们可以得到一个相当简单的调整算法：

\begin{equation}

T = T + 128 \qquad if\;\; r>Sr

\end{equation}

这个算法对于大的工作集比如GemsFDTD来说工作得不错，在监控之初，缺页中断的比例高于$Sr$，采样率也从$\frac{1}{128}$逐渐下降到了$\frac{1}{1280}$，开销也从7.2\%下降到了2.3\%，但是仍然使用了10个周期才将采样率调整合适。调整如果太缓慢会影响到测试程序初期的性能，一个直观的想法是如果在一个采样周期得到的缺页中断比例和理想值差距越大，采样率下降的速度就越快。我们使用了下面的指数降低采样率的算法\ref{alg2}，同样对于GemsFDTD，整体的开销进一步降低到$0.84\%$。

图\ref{fig:gems\_dynamic\_samling}中左图采样率线性下降，右图中采样率指数下降，能够看出指数算法采样率收敛到合适的值会更快，所以它整体的开销会更低。

最后一个问题是当采样率降低到一定程度之后，如果当前工作集突然变得很小时会出现什么情况？以GemsFDTD为例，当采样率降低到$\frac{1}{1280}$，此时由于它使用的总的页面数很大，在这种采样率之下能够监控167个页。但是假如GemsFDTD释放掉它使用的绝大多数内存，只是用了100MB内存即25600个页，那么在当前这个采样率下只能监控到20个页面。由于热页集大小固定为64个页，所以监控的页面都在热页集里面，也就是说我们无法截获任何的页面访问，更不会得到任何的页面重用。

图\ref{fig:fake1}是fake benchmark的工作集曲线图，fake benchmark原本有七个阶段，在经过动态采样率调整后，采样率很快降低到了$\frac{1}{512}$，fake benchmark最后一个阶段将会扫描100MB页面，系统无法预测出这个阶段的内存工作集。这是因为100MB内存对应25600个页，在采样率为$\frac{1}{512}$的时候监控50个页，然而热页集大小为64个页，所以我们监控的所有页面都在热页集中，因此截获不到任何的页面访问，在工作集变化曲线中体现为最后一个阶段监控不到内存工作集的大小。

解决办法是如果在一个采样周期之后我们发现我们截获到的页面访问数偏小，那么很有可能客户机的内存使用量相比于之前有了减小，应当考虑适度增大采样率。增大采样率并不像降低采样率那样紧急，因为如果截获不到任何页面访问，那么也就不会给客户机带来额外的性能影响，并且通过热页集和采样率我们能够估算出客户机内存使用量的上界。并且由于AET算法是一个基于概率的模型，我们定义所能够容忍的一个采样周期里最少的页面截获数为P，当实际截获到的页面数n比P要小的时候，我们使用算法\ref{alg3}的办法增大采样率。

\begin{equation}

T = T - 128 \qquad if\;\; n < P

\label{alg3}

\end{equation}

综合上面所述的两种调整采样率情况，我们得到了最后的动态调整采样率算法如下\ref{alg4}

\chapter{实验}

本章的内容主要是围绕我们内存工作集预测系统的准确性验证和开销分析展开，通过大量实验验证系统的正确性以及在加入各种优化之后的稳定性，验证系统能够通过优化算法使得能够在低开销的情况下获得较为精准的预测结果。

\section{实验环境}

我们实验用到的机器配置是Intel Core I7处理器，16GB的内存，四个支持超线程的2.8GHz核心。我们所有的实验都是在Xen虚拟化环境下进行的，Xen的版本使用的是4.5.1，Linux Kernel的版本是4.2.1，为了排除多个虚拟机对于处理器的竞争，每一个虚拟机都被绑定到一个固定的核上。每个虚拟机配置的内存大小为4GB。我们实验选择的监控周期为5秒，每隔5秒钟，根据得到重用信息绘制得到MRC曲线。

我们的跟踪系统是一个通用的实现了热页集和采样机制的跟踪系统，有了这样一个跟踪系统，运行什么算法去获得MRC都是容易实现的。LRU算法的话由于需要获得重用距离，就要人为模拟LRU替换过程，每次重用时获得它在LRU里的位置；AET算法需要获得重用时间，即在本次访问的时候将当前的访问时间记录在hash表里，等到重用时从hash表中获取上次访问时间得到重用时间并更新hash表信息。为了比较在真实系统下AET算法的准确性，我们需要比较这两个算法所计算出的MRC。为了保证在同样访存序列下比较AET算法是否能够达到LRU的精度，我们在截获一个页面的时候同时通过两种算法得到重用时间和重用距离，完成两个算法相关的操作。

我们使用了两种测试程序，一种测试程序是我们手动写的，如算法\ref{alg1}所示，我们称之为伪测试程序。这个伪测试程序相当简单，起初分配一段固定大小的内存，顺序以及周期性地扫描我们分配的内存区域。通过分配不同的内存大小能够制造更多的测试程序。为了增加伪测试程序工作集大小变化，我们将伪测试程序分为了多个阶段，在不同的阶段扫描的内存范围不同，表\ref{table3}显示了不同程序阶段扫描的内存大小。另一类测试程序出自SPEC CPU 2006，这些测试程序更加地通用以及符合实际。

\section{正确性验证}

\subsection{和LRU的比较}

Hu\supercite{aet}使用“master MSR”序列\supercite{wires2014characterizing}验证了AET的正确性，使用$1\*10^{-6}$作为采样率的AET算法计算出的MRC曲线和用LRU计算出的MRC曲线的平均绝对错误(Mean Absolute Error，MAE)只有0.01，不过这个“master MSR”序列是由Microsoft Research Cambridge\supercite{Narayanan2008Write}提供的存储访问序列，并不是内存访问序列。MEB\supercite{Wang2016Dynamic}使用优化的LRU算法和热页集得到精确的MRC曲线。把前面两者的工作结合起来，要验证AET模型在内存工作集预测的可行性，就要在同样的内存访问序列下比较两种算法计算的MRC曲线的差别。要实现这个比较并不难，当我们系统截获到一个我们人为制造的缺页中断时，同时维护两套数据结构，一套用作LRU的计算，一套用作AET的计算，每一个周期之后利用LRU或者是AET收集的数据分别计算MRC。我们的实验参数采用的MEB\supercite{Wang2016Dynamic}的配置，热页集大小设置为2048页，MEB并没有采用采样技术，所以在这组正确性验证实验中，我们并没有开启采样。

图\ref{fig4}清晰地反映出伪测试程序有七个运行阶段，虽然AET模型使用的是重用时间分布，LRU算法使用的使用距离分布，但是在我们这个伪测试程序中，内存访问是顺序的且是循环的。因此LRU算法里的重用距离就是整个内存的大小，而在AET模型中，我们用逻辑时间作为时间度量，重用时间即为两次对同一地址的访问之间间隔的内存访问数，所以重用时间也是整个内存的大小。伪测试程序得到的重用时间分布和重用距离分布具有同样的分布，在这种情况下，对于工作集的预测是完全准确的。

我们还要验证一下使用真实的工作负载下AET模型正确性，为了排除采样率的影响，同样我们没有开启采样，热页集的大小设置为2048。因为我们的监控周期是5秒钟，在整个程序运行的过程中会计算出很多的MRC曲线，我们从中随机选取一些MRC对比曲线如图

和伪测试程序不同的是，在真实的工作负载下，页面的重用距离往往是小于重用时间的，这是因为在相同地址两次相邻访问之间，可能会存在别的内存访问发生了重用，这就导致该地址在LRU里的深度小于重用间隔。两种算法最终计算得到的MRC曲线具有很高的相似性。利用MRC曲线，我们定义工作集为失效率为5\%下的内存大小，那么每一个监控周期之后我们都能得到一个预测的工作集大小，将这些工作集大小和时间对应就能够绘制出工作集变化走势图，我们就能够得到测试程序在整个执行过程中的内存变化情况，这对于动态调整内存大小是有指导意义的。所以我们也比较了两种算法下的工作集变化走势图。

如图\ref{fig:aet\_lru\_cmp}所示，AET算法是基于概率的模型，通过AET算法计算的MRC曲线和用LRU算法计算的MRC曲线会有一点偏差，这就导致在取5\%失效率为工作集大小的时候，两种算法对于工作集大小的预测也会有所偏差，不过两种算法得到的工作集变化曲线整体趋势和大小相近，误差在可接受的范围内。

在这组实验中，我们发现同时计算LRU和AET的测试程序的运行时间是原本运行时间的数倍，由于我们只是希望能够对比AET算法的正确性，所以我们LRU算法的实现采样的最朴素的双向链表的实现，每一次内存访问都需要在LRU双向链表里查找本次访问地址的LRU深度，时间复杂度为O(N)(N为总的不同访问地址总和)，而没有使用类似线段树、AVL平衡树等算法(时间复杂度为$O(log\_N))$，而AET算法每次更新时间重用距离分布的时间复杂度为$O(1)$。为了充分验证正确性而又能够在一定时间得到结果，我们只截取了一个测试程序前1000个采样周期里的结果。我们还发现一个有趣的事实，虽然监控周期都是5秒，但是在这组对比实验中，5秒测试程序执行的指令数是远远不及没有加入LRU算法时候测试程序5秒执行的指令数的，这就好比开启了慢放功能，所以这组实验得到的MRC曲线和没有使用LRU算法作为对比得到的MRC曲线是没有可比性的，因为他们的时间维度不同，通常来说，慢放之后5秒钟里面访问的内存数会减小，所以预测得到的工作集大小会小于正常情况下测试程序5秒钟的工作集大小。

\subsection{和真实工作集比较}

因为MRC曲线的经典算法就是LRU算法，我们将实现在我们系统里的AET算法和LRU算法得到的MRC曲线进行比较，就能够验证AET模型在我们内存工作集预测上的可行性。但是上一节我们也提到过在我们引入LRU算法计算后大大增加了系统的开销，导致测试程序运行的时间大大增加，最后得到的关于测试程序的工作集变化曲线和真实的曲线会有偏差。由于已经验证了AET算法本身在系统中的计算正确性，所以为了和真实的程序工作集比较，我们系统关闭LRU算法仅仅使用AET算法，同样热页集大小还是固定为2048个页，没有开启采样。

对于真实工作集的获得，\supercite{Wang2016Dynamic}\supercite{zhao2009dynamic}是两篇关于内存工作集预测的文章，但是这两篇文章并没有明确地指出SPEC CPU 2006各个测试程序运行时候的工作集变化情况，\supercite{zhao2009dynamic}通过它们自己制造的两个随机测试程序random和mono来验证正确性。 由于之前并没有太多的关于内存工作集预测的研究，所以我们也是通过本章一开始提到的伪测试程序来验证系统的可靠性，对于SPEC CPU 2006里的测试程序，我们通过和系统所给出的内存使用量来大致进行比较。

图\ref{fig:fake}的四幅图中上面一排两个图是固定各个阶段扫描的内存大小，下面一排两个图是随机地生成各个阶段扫描的内存大小，两次随机扫描的各个阶段的内存大小分别为[200,400,500,900,600,200,300]MB，[800,300,300,600,200,700,600]MB，左边的图在扫描的内存范围里采用顺序扫描，右边的图则是随机扫描，之所以要增加顺序扫描和随机扫描这一组对比实验，是因为顺序扫描各个阶段的重用时间都是固定的，而随机扫描各个阶段的重用时间不是固定的，我们从某一时刻得到的重用时间分布直方图中也能够看出来。由于我们在fake程序初malloc的大小为1G，所以从程序一开始virt显示的值就是1G，并且无论我们使用内存的大小怎么变化，virt的值也都不会改变。res和free memory这两个线条随着阶段性页面使用的增加而增大，res和使用的页面数相当，这也反映了操作系统请求调页的机制，当真正使用内存的时候才会申请页面。但是当第四个阶段过去之后，res值就保持不变了，因为这部分申请的内存虽然没有使用，但是也没有被替换到SWAP空间去，所以res仍然会统计到这部分实际上并没有使用的页面。

而对于真实测试程序来说，我们不易得到工作集大小，因为操作系统并不会帮助我们计算也没有相应的硬件帮助，操作系统会记录页面分配情况，由于有页面替换，所以还有活跃页面(active)和不活跃页面(inactive)的统计。如图\ref{fig:aet\_with\_parameter}所示，我们使用的系统参数有内存总数，剩余的内存数，通过做差得到了使用的内存数，活跃页面数，这些是整个系统相关的内存参数，还用到了进程级别的系统监控参数，virt和res，virt是进程申请的虚拟内存空间的大小，它包括所有的代码，数据和共享库，加上已换出的页面，res是一个任务正在使用的没有交换的物理内存也通常称为驻留内存。整个系统里关于内存的参数通常会比实际使用到的内存要大，因为整个系统还包括文件缓存，所有后台进程用到的内存，而当前正在运行的测试程序显然不会使用到这么多的内存数。virt和res是进程级别的统计，我们读取出正在运行的测试程序的相关数据，virt是该测试程序申请的虚拟空间大小，res是它实际使用到的页面数，但是这两个数并不能反映当前工作集，他们是整个测试程序从载入到运行到此刻的所申请的内存总和，而往往当前的工作集里并不会使用到所有申请到的内存。我们系统计算的是当前负载的工作集，所以我们的计算结果通常会比系统参数要小。通过和系统参数比较，我们也能够验证我们系统得到的结果的正确性。

\subsection{不同采样率下的准确性}

在全虚拟化环境下要实现内存工作集预测的开销往往是不可接受的，我们系统的目标也就是为了降低开销到可接受的范围，我们后文开销分析里面提到了在不开启采样下平均开销达到$557.75\%$，这显然是不可接受的。上面的实验已经验证了无采样情况AET的准确性，下面就需要验证一下在各种不同采样率下系统得到的工作集是否符合预期。由于开启采样与否以及不同采样率之间程序执行的快慢是不一的，所以我们尽量挑选一些在上一节实验中得到的工作集变化曲线不那么明显的测试程序进行测试。关于热页集的选择我们这里没有继续使用2048，对于我们的动态采样率算法来说，我们都是固定热页集大小为64个页，所以为了验证动态采样率下的准确性，我们也把这组实验的热页集大小设置为64个页。

从图\ref{fig:wss\_trend}中我们看到如同预期采样率越低，运行的时间越短，并且各种采样率下的工作集变化曲线偏差不大，在降低这么多开销的情况下，这点误差是可以接受的。我们在这个实验中设置的采样率最大为$\frac{1}{128}$，最小为$\frac{1}{1280}$，这也是我们动态采样率算法所使用到的采样率的上界和下界。

\section{开销分析}

内存工作集预测最大的难点就是开销，所以这也是我们系统极力想要克服的难点。由于缺乏对操作系统内存访问的感知，我们只能通过人为制造缺页中断的办法来截获系统的内存访问，在截获内存访问之后，完成一些特定的算法，最后完成对内存工作集大小的预测。所以时间开销是由于人为制造的缺页中断而引起的相关计算所导致，假设我们一共截获了N个人为的缺页中断，那么缺页中断本身所需要的上下文切换和中断处理开销为M，完成算法计算的开销为T，那么总的时间复杂度就是N\*(M+T)，M的时间是常数，对于T的时间开销计算，如果采用LRU算法，每次算法执行的开销为$O(P)$(P为不同的访存地址数)，采用优化的平衡树算法的开销为$O(log\_P)$，而AET算法的开销则是常数，所以理论上我们系统的开销应该和认为截获的缺页中断数相关，我们的实验通过固定热页集为64个页，不同采样率来控制缺页中断次数，我们统计了缺页中断数的比例以及开销。

受限于篇幅，表格\ref{tab:WSS}只列出了五个benchmark在不同采样率下的数据，我们统计的page fault的比例是page fault占内存访问数的比例，不难发现，人为缺页中断次数基本上和采样率的大小成正比的关系，当page fault的比例小于$10^{-6}$时开销基本上可以忽略不计了。所以我们才有了动态调整采样率这个想法，我们将动态采样率算法应用在所有SPEC 2006测试程序上得到的平均开销为1.4\%，各benchmark详细开销见表格

\chapter{结论}

本文针对虚拟化场景，实现了虚拟机的实时内存预测，这项技术能够为虚拟机提供者提供内存动态调配的依据，对于物理资源的整合和优化配置起到重要作用。

虚拟化场景下对虚拟机内存预测的难点主要在于虚拟机的运行对于底层虚拟机管理器来说是透明的，本文通过标记虚拟机页表项人为制造缺页中断使得虚拟机管理器获得虚拟机内存使用情况，不过这引来了巨大的开销，因为每次内存访问都要被虚拟机管理器截获并做相应的处理。基于AET算法提出的采样方法，本文通过采样只对部分页面进行跟踪，由于AET算法只需要重用时间分布就能够计算失效率曲线(MRC)，而随机采样得到的重用时间分布是近似于真实重用时间分布，本文经过实验验证了在各种采样率下得到的MRC的一致性，从而证明了AET采样方法对于虚拟机内存预测的可行性。

但是固定采样率仍然带来了两个问题，采样率过高会导致虚拟机性能的损失，采样率过低我们得到的重用时间分布会失真于真实重用时间分布，为了控制开销而又能保证预测的准确性，本文提出了动态采样率算法，通过一个监控周期里的缺页中断次数和内存访问数的比例来保证虚拟机的性能，通过控制一个采样周期里单位时间缺页中断次数来保证采集到的内存访问的次数从而保证重用时间分布近似于真实重用时间分布。通过对SPEC CPU 2006所有benchmark进行测试，动态采样率对于虚拟机性能的损失平均仅为1.4\%