August 1, 2024

Did initial set up and create client using OpenAI

August 2, 2024

Have finalised datasets but had trouble sending training examples to api

Encountered difficulty reading datasets from the Korean Data Website as many of the csv files are in Korean

So, Developed training data from having questions and answers guided by Official Jeju Tourism Guidebook\_en June 2024.pdf

August 4, 2024

Tried Predibase, converted csv file to jsonl file, splitting data based on training and evaluation, going to resume creating an adapter

August 5, 2024

Resumed creating adapters, but could not retrieve the best training loss and validation loss for each adapter, so have collected the best dataset, will be using LoRA finetuning to test the selected adapter

August 6, 2024  
Have selected the best adapter, using LoRA to generate the response based on finetuned and base model, there are differences between responses

To see the obvious differences, I formulated Uncle Roger-styled answers for my questions for my training data. Need to think how to fit the adapter into the base model, and then deploy it on web application