Adaboost的执行流程如下：

训练数据中的每个样本，并赋予其一个权重，这些权重构成了向量D。一开始，这些权重都初始化成相等值，首先在训练数据上训练出一个弱分类器并计算该分类器的错误率，然后在同一数据集上再次训练弱分类器。在分类器的第二次训练当中，将会重新调整每个样本的权重，其中第一次分对的样本的权重将会降低，而第一次分错的样本的权重将会提高。

为了从所有的弱分类器中得到最终的分类结果，AdaBoost为每个分类器都分配了一个权重值alpha，这些alpha值是基于每个弱分类器的错误率进行计算的。其中，错误率![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAASgAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUMGAoPsJV1AOTXGADYlHB1gAF0dfUXZusEAAAALQEAAAkAAAAyCgAAAAABAAAAZXkAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLUDZQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD1F2brAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的定义为：

而alpha的计算公式如下：
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计算出alpha值之后，可以对权重向量D进行更新，以使得那些正确分类的样本的权重降低而错分样本的权重升高。D的计算方法如下：

如果某个样本被正确分类，那么该样本的权重更新为：

![](data:image/x-wmf;base64,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)

而如果某个样本被错分，那么该样本的权重更改为：
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完整公式：

![](data:image/x-wmf;base64,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)

在计算出D之后，AdaBoost又开始进行下一轮迭代。AdaBoost算法会不断地重复训练和调整权重的过程，直到训练错误率为0或者弱分类器的数目达到用户的指定值为止。

弱分类器：单层决策树

|  |
| --- |
| 1. 将最小错误率miniError设为无穷大 2. 对数据集中的每一个特征（第一层循环）： 3. 对每个步长（第二层循环）： 4. 对每个不等号（第三层循环）： 5. 建立一棵单层决策树并利用加权数据集对它进行测试 6. 如果错误率低于minError，则将当前单层决策树设为最佳单层决策树 7. 返回最佳单层决策树 |

结果的决定方式：类概率（软投票）

算法描述：

|  |
| --- |
| **Input:** *训练*  基学习算法  训练轮数T  **Output:** |
| 1. (初始化权重分布) 2. For t = 1,2,…,T do 3. ; 4. ； 5. If then break 7. Calculate the id[j] of substring, (id[j],pos[j])=***POS\_MAP*** (superS,SA[j],|r[i]|); 8. If(id[j] is not in S\* && LenL+LenR<=tor)\\位置 9. Calculate tor\*=***ED***(r[i]c,idj,posj) assuming r[i] corresponds id[j] at pos[j]; 10. If(tor\*<=tor)\\证是确认 11. put id[j] into S\*; 12. Return S\*; |