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Тема: Паралельні обчислення в моделі з розподіленою пам’яттю.

Завдання: Необхідно реалізувати вирішення обраної задачі у вигляді послідовної програми та паралельної програми з розподіленою пам’яттю. Необхідно порівняти швидкодію послідовної та паралельної реалізації, а також за можливості продемонструвати залежність часу роботи від розміру задачі, кількості процесів та інших параметрів (залежно від задачі). Можна використовувати різні засоби паралелізму – зокрема, використати кілька процесів, або використати модель акторів в рамках одного процесу. Можна також реалізувати одразу декілька версій (як мультипроцесну, так і з моделлю акторів) та порівняти їх, за це можна отримати додаткові бали. Результатом виконання даної лабораторної роботи є працююча програма, а також звіт про використані технології та можливості, з результатами вимірів.

Репозиторій: <https://github.com/JokerFunny/parallel_programming>

Виконання роботи:

В якості корисного навантаження було обрано задачу: є великий файл, який зчитано рядково. В кожній строчці обчислити математичну формулу над кожним символом.

Реалізовано послідовну та паралельну версії. При написанні паралельної реалізації алгоритму з розподіленою пам’ятю використовувалась open-source бібліотека для роботи з паралельними та розподіленими застосунками [Orleans](https://github.com/dotnet/orleans) - це кросплатформна платформа для створення надійних, масштабованих розподілених програм. Створена Microsoft Research і надає можливість працювати з моделю віртуального актора як новий підхід до побудови нового покоління розподілених систем для епохи хмар. Основним внеском Orleans є її модель програмування, яка приборкує складність, притаманну високопаралельним розподіленим системам, не обмежуючи можливості та не накладаючи обтяжливих обмежень на розробника.

Результат роботи:

Sync version elapsed - 14522 ms.

Number of grains - 100, elapsed time - 2224 ms.

Sync version elapsed - 14506 ms.

Number of grains - 500, elapsed time - 17460 ms.

Sync version elapsed - 14530 ms.

Number of grains - 10, elapsed time - 1525 ms.

Sync version elapsed - 14514 ms.

Number of grains - 50, elapsed time - 975 ms.

Sync version elapsed - 14514 ms.

Number of grains - 5, elapsed time - 2962 ms.

Sync version elapsed - 14552 ms.

Number of grains - 20, elapsed time - 817 ms.

Sync version elapsed - 14516 ms.

Number of grains - 30, elapsed time - 615 ms.

Sync version elapsed - 14495 ms.

Number of grains - 30, elapsed time - 621 ms.

Sync version elapsed - 14501 ms.

Number of grains - 40, elapsed time - 803 ms.

Паралельний варіант має крайщий перформанс у випадках, коли ми створюємо відносно невелику кількість акторів (найкращий результат – при 30 акторах). Якщо дробити задачу занадто сильно, весь профіт від акторів втрачається, тому що на їх підтримку та отримання результату втрачається більше часу, ніж при послідовній версії.

Висновки:

В результаті виконання лабораторної роботи було реалізовано алгоритм для вирішення поставленої задачі за допомогою послідовної та паралельної програми з розподіленою пам’яттю використовуючи модель акторів. Перевірено ефективність кожного підходу та проведено порівняння результатів.