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# 1 Introduction

A tool in the management and research of ecosystems is to divide them into different types: river types, ecoregions, habitat types. These examples serve to highlight the breadth of systems, spatial scales, and methods employed in this exercise. These classifications can be usefull for several discinct reasons. They are a easy to use representation of the environmental context and might be considered as a latent, discrete gradient capturing the relevant environmental variables like their continuous counterpart, the ordination axis. This environmental context can then be used to calibrate indicator metrics in biomonitoring (Szoszkiewicz et al. 2019). This is necessary as responses of biota to natural gradients (Alahuhta et al. 2017; Bogotá-Gregory et al. 2023) and anthropogenic stressors (Denison et al. 2021; Pharaoh et al. 2024; Bevan et al. 2024) can differ between ecosystem types. Such context or region-dependence has also been observed for trait-environment relationsships (Yang et al. 2018; Burner et al. 2021; Kopp et al. 2023). They are also used as a controlling variable when planning experiments. When we try to minimize the impact certain environmental features, we can focus our sampling to a small selection of types (ref). We often hold different protection goals for different regions of habitats - a typology can then facilitating the selection, combination, or priorisation of management actions. Lastly, they can also serve as a proxy for species ranges, where detailed information is lacking (Pinkert et al. 2023).

Typologies are models. Rather than describing nature, they superimpose their simplified view. A view that can be usefull if they meet the assumption that ecological communities within types are more similar to oneanother than to communities from other types. Generally this property is known as external cluster validity (insert short description), and in this context more specifically as biological validity (ref). With the advent of typology systems in different management schemes (Clean Water act, Water Framework Directive, more examples - also check CWA again.) interest in biovalidation grew and noumerous systems have to date been evaluated against noumerous (new word) taxonomic groups.

Provide some examples.

The available studies on the biovalidity of typology systems suffer from two flaws. First, there is contention which method should be used to determine biovalidity. Different studies use different methods, which reduces comparability among them. It remians difficult to compare the biovalidity of typology systems across taxa and places, because we lack an empirically grounded notion of how biovalid a biovalid typology systems is. In lieu, two practices have taken hold. Biovalidity is judged against unrealistic heurisitcs without ecological foundations or against statistical significane. Effect size heuristics exist for some commonly used metrics but not all. They are not specifically tailored to evaluate biovalidity. They are based on practically irrelevant considerations. The fact that these heuristics are disconnected from ecological realities is evident as they are context-, scale-, and taxon-independent. All three factors should influence the result.

Dichotomous decisions based on *p*-values suffer from a slew of issues. Here, we wish to highlight X issues relevent whithin this context. P-value depend on effect size and sample size. Large scale ecological studies typically have a large number of sampling sites, thus rendering even miniscule effect sizes statistcally significant. A move toward *a priori* determined relevant effect sizes seems frutiful (Popovic et al. 2024). Other ways to adress these issues have been proposed but will be considered here (Maier and Lakens 2022; Wulff and Taylor 2023; Crouch 2025)

We aim to provide a comprehensive set of benchmarks for different biovalidity metrics. These benchmarks will cover different taxonomic groups and different spatial scales. We will train a large number regression models on independent empirical data sets and use these models to simulate new biological data. These simulations will be based on artificial typology systems along a gradient of low to high expected biovalidity, thus enabling us to map plausible ranges for different metrics, spatial scales, and taxa.

1.1 Methods

1.1.1 The data sets

We have compiled occurrence data sets of diatoms, aquatic macroinvertebrates, fish, and aquatic macropyhtes (Tables S1-S4).  
These data sets range from few sites () to many, from moments in time() to long-term time series, and from local scales () to multiple countries ().

We will train HMSC models with each data set to predict communities for similar but artificial environments. Environments which are simulated to follow typology systems with known qualities.  
Evaluating the congruence between simulated biotic communities and artificial typology systems over many data sets will provide us with ecologically plausible benchmarks for the selected evaluation metrics.

Each data set will be subsampled. Within each data set, we will stratify the subsampling by year. Within each year, we will restrict the data to the three consecutive months with the most samples. If the number of samples in these months () < 100, this year will not be evaluated for this data set. If samples, our subsampling methodology will incorporate a descending-frequency approach based on one hundred-sample increments. The process will begin by dividing by 100 (rounded down) to determine the number of increments . For each increment , we will generate random subsamples, each containing samples. When the remainder from dividing by 100 exceeds 0.5, we will include one additional sample at the maximum size. This approach ensures thorough sampling coverage while maintaining computational feasibility. To maintain computational feasibility, the maximum number of total subsets per data set is six. For each subsample, we will determine the spatial scale (minimum, median, and maximum spatial distance between sampling locations) with the sf R package (ref) and the taxonomic resolution as fraction of taxa identified to species, genus, family, or higher level.  
Lastly, we will remove taxa that occur in less than 5% of sampling sites for this subset.

1.1.2 HMSC Model

To each subset we will fit a Hierarchical model of species communities (HMSC, Ovaskainen and Abrego 2020) to establish the relationship between taxon occurrence and environmental variables, space, biotic interactions, and stochasticity. HMSC is a hierarchical Bayesian latent variable regression model, which is fit with block-conditional Gibbs MCMC sampler. The model will be fit with the Hmsc R package [3.0-13] (Tikhonov et al. 2022) and a probit residual distirbution. For each subset an initial model will be fit with two chains, 2000 samples, a thinning of two, and a transient period of 2000 samples.  
Model fit will be evaluated with the potential scale reduction factor [PSRF; Gelman and Rubin (1992)] as implemented in the coda package [0.19-4.1] (Plummer et al. 2006). The PSRF compares the variance between multiple chains to the variance within each chain to assess chain convergence. If 10% of PSRFs are > 1.1 the model is refit. We will iteratively increase the chain lengths by increments of 1000 until <10% of PSRFs are > 1.1. If this is not achieved with a sample size of 10000, the subset will be discarded from further analyses. Thinning is always the number of chains divided by 1000, and the length of the transient equals the number of samples.

1.1.3 Environmental data

We will compile and extensive data base of environmental variables relevant for freshwater organisms (Table 1). Each variable will be summarized at the catchment scale. Catchments will be derived from the EU Hydro DEM catchment data base (EEA 2019).

Table 1.1: Environmental variables used to fit and simulate from Hmsc models

| **Variable** | **Data product** | **Reference** |
| --- | --- | --- |
| Rainfall erosivity | GloREDa | Panagos et al. (2023) |
| Soil Organic Carbon | European Soil Database v2.0 | Panagos et al. (2022) |
| Soil pH in Water | EcoDataCube | Witjes et al. (2023) |
| Slope | Hydrography90m | Amatulli et al. (2022) |
| Roughness | Geomorpho90m | Amatulli et al. (2020) |
| Floodplain Area | Potential Flood prone Area | EEA (2020) |
| Mean annual discharge | Copernicus C3S | Berg et al. (2021) |
| Minimum annual discharge | Copernicus C3S | Berg et al. (2021) |
| Saturated Soil Water Content | Soil Hydraulic Properties | Tóth et al. (2015) |
| Upstream catchment area | HydroATLAS | Linke et al (2019) |
| Maximum annual discharge | Copernicus C3S | Berg et al. (2021) |
| Snow Cover | HydroATLAS | Linke et al (2019) |
| Segment Sinuosity | EU Hydro | EEA (2019) |
| Valley Bottom Flatness Index | EcoDataCube | Witjes et al. (2023) |
| Stream Power Index | Hydrography90m | Amatulli et al. (2022) |
| Lake Index | HydroLAKES | Messager et al. (2016) |
| Elevation | Hydrography90m | Amatulli et al. (2022) |
| Groundwater Table Depth | HydroATLAS | Linke et al. (2019) |
| Glaciated Area in Catchment | Randolph Glacier Inventory | RGI Consortium (2017) |
| Precipitation of Wettest Month | CHELSA-BIOCLIM+ | Brun et al. (2022) |
| Precipitation of Driest Month | CHELSA-BIOCLIM+ | Brun et al. (2022) |
| Minimum Temperature Coldest Month | CHELSA-BIOCLIM+ | Brun et al. (2022) |
| Maximum Temperature Warmest Month | CHELSA-BIOCLIM+ | Brun et al. (2022) |
| Bedrock Geology | IHME | Cornu et al. (2013) |
| Catchment soil type | European Soil Database v2.0 | Panagos et al. (2022) |

The effects of spatial proximity will be captured Moran’s Eigenvector Maps [MEM; Dray et al. (2006)]. MEM transform Euclidean spatial distance matrices into eigenfunctions. MEM gives rise to a large number of spatial eigenfunctions (typically number of samples - 1). Different methods to select from them have been proposed an lead to significantly different outcomes (Bini et al. 2009). We will use all spatial eigenfunctions that correlate statistically significant (at ) with the residuals of logistic regression fit to the single taxa. Before the selection, all *p*-values are adjusted for multiple testing using Holm’s step-down procedure (Westfall and Young 1993). Bini et al. (2009) has shown that this way of selecting spatial eigenfunctions has minimal impact on the estimated regression coefficients for environmental variables. MEM will be implemented with the adespatial R package [0.3-2.4] (Dray et al. 2024).

1.1.4 Modellings species communities

We will interpret all the variance explained by environmental variables as abiotic filtering, the variance explained by spatial eigenvectors as spatial filtering, and the variance of the latent variables as biotic interactions. The last point is contentions (Dormann et al. 2018; e.g., Blanchet et al. 2020; Vallé et al. 2023), as the latent variables can also capture unmeasured environmental drivers. In our case this will likely include local scale variables such as sediment composition. We expect therefore to slightly overestimate the relevance of biotic interactions and will keep this in mind in any interpretations of the results. Tjur’s (Tjur 2009) will be used to evaluate the overall explained variation in the biotic data.  
The unexplained variance , will be interpreted as stochasticity in community composition. Each of these values will be averaged across species. For each fitted model, we thus obtain a vector of four numbers, which sum to 1, estimating the assembly mechanisms of this meta-community. Over all the models we will run, we will be able to derive a multivariate probability distribution of assembly mechanisms. As each mechanism itself can range between 0 and 1, their distribution can likely be captured by a beta distribution. The Dirichlet distribution is a multivariate distribution with beta marginals, and thus able to represent this.

1.1.5 Simulating typologies

The fitted models will be used to simulate new biotic data at the same sampling locations. While spatial coordinates will remain the same, we will slightly adjust the environmental variables. Before, we alter the variables we will cluster the sites into environmental types, i.e., we will create artificial typologies.  
These typologies will not be based on all the available environmental variables but rather on a random subset. For each subsample we will draw nine sets of environmental variables, randomizing both the number of variables (between three and all) and their identity. These selected environmental variables will then be submitted to a k-means clustering algorithm. We will test between two and ten clusters and pick the solution with the highest average silhouette width [ASW; Kauffman and Rousseeuw (1990)] which has at least ten samples in the smallest cluster. If all classifications have a group with 10 samples, we will pick the solution with the most classes for which only one class has 10 samples and balance the classes by moving the samples from other classes that are closest to the small classes centroid to that class until it has 10 members. The quality of the final k-means classification is assessed with the ASW. Additionally, we compute a fuzzy C means classification [FCM; Dunn (1973)] of the same data. We will use the same number of centers as in the k-means classification and the implementation available in the vegclust [] R package (De Cáceres et al. 2013). The quality of this fuzzy classification will be quantified with the normalized partitioning entropy (Bezdek 2013).

After creating this artificial typology system, we will alter the environmental variables. These alterations will alter the quality of the typology system by dilating (i) the distance between centroids and (ii) the distances between samples and their centroid. An good typology has high compactness (sites close to centroid) and separation (centroids far apart). By randomly varying these two properties thirty times for each artificial typology, we create a total of 270 landscapes for each subset. To modify separation, we first compute the location of overall centroid in environmental space. We then randomly draw a scaling factor between 0 and 2 from a uniform distribution. The new centroids are then computed as . To adjust the compactness, we draw a second scaling factor between -1 and 1. We multiply the distance between original site location and original centroid with and add the result to the new centroid locations to obtain the new site location.

1.1.6 Evaluating typologies - the theory

We will evaluate each typology with a selection of recommended or practically used methods. We provide an extensive and harmonized explanation of all metrics in the supplementary materials (SX).

1.1.7 Evaluating typologies - the theory

We will compute Jaccard distance matrices of predicted biotic communities using the parallelDist package (Eckert 2022). Classification strength, ANOSIM, PERMANOVA will be computed with functions from the vegan package (Oksanen et al. 2022). will be computed with purpose written code and using the zetadiv package (Latombe et al. 2018). Indicator values will be computed with indicspecies (De Cáceres and Legendre 2019) and ISAMIC with labdsv (Roberts 2007). All code is available ADD GITHUB REPO

1.1.8 Deriving benchmarks

To derive benchmarks from these evaluations we will use Random Forest regression analyses using the tidymodels framework (reference). The analysis will be performed separately for each evaluation metric and taxon. In total, we will fit 80 random forest models (four taxa and 20 evaluation metrics). The Random Forest model will be implemented with Ranger (reference) with three hyperparameters subject to optimization: the number of trees, the number of variables randomly sampled at each split, and the minimum node size. We will employ a grid search strategy for hyperparameter tuning, using a grid for each parameter. The data will be split into training (75%) and testing (25%) sets. Ten-fold cross-validation will be applied to the training set to evaluate model performance across hyperparameter combinations.   
As predictors the model will use the number of variables considered in the artificial typology, the cumulative importance of these variables (according to the variation partitioning), the average silhouette width of the environmental variables in the typology, the dilation of points relative to their centroid, the dilation of centroids relative to each other, the minimum, maximum, mean, and median distance among samples, the number of samples, the fraction of variation explained by environmental variables, space, biotic interactions, and stochasiticity, and the taxonomic resolution of the data set. Following hyperparameter tuning, we select the model configuration that minimized root mean square error (RMSE) across folds. The final model will be fitted to the complete training set and evaluated on the held-out test set. Permutation-based variable importance will be specified to quantify predictor contributions. To interpret the fitted models, we generated two types of visualizations: (1) variable importance plots using permutation-based importance scores to identify the most influential predictors, and (2) partial dependence plots for the top predictors to visualize the marginal effect of each variable on the predicted response while holding other variables constant. This fitted model will be able to provide benchmarks.

1.1.9 Software

To ensure replicability, we will use the groundhog [3.2.2] (Simonsohn and Gruson 2025) to use the package versions that were available on the 1st of December 2024. These are also the versions that are referenced throughout the text. multiresponse GLMs were implemented with mvabund (Wang et al. 2022), Checks of posterior distributions were conducted with coda … (), Data wrangling will be done with data.table [1.16.2] (Barrett et al. 2024), dplyr [] [@], lubridate [] [@],

Consider a set of sites classified into distinct types , where represents the complete typology system. Let be a site and the function that returns its type assignment. For any site , let represent the mean dissimilarity between and all other sites within its assigned type . For any other type , let denote the mean dissimilarity between and all sites in type . The neighbor type of , denoted as , is defined as the type (excluding ) that minimizes the mean dissimilarity:

The silhouette width quantifies how well fits within its assigned type compared to its neighbor type. For site , it is computed as:

The Average Silhouette Width (ASW) is calculated as the mean of individual silhouette widths across all sites:

The ASW ranges from -1 to 1, where -1 indicates the poorest possible type assignments and 1 represents optimal type assignments.

The Classification Strength (CS, Van Sickle 1997) provides another measure to evaluate typology systems by comparing similarities within and among types. Given a similarity matrix with elements where and index over sites, we define the within type similarity for type T as:

where if sites and both belong to type (i.e., ), and otherwise. represents the total number of pairwise comparisons within type , ensuring represents the mean similarity among sites of type . The among-type similarity for type is defined analogously:

where is the number of comparisons between sites in type and sites in all other types The type-specific classification strength is calculated as:

This measure quantifies how much more similar sites are to others within their assigned type compared to sites in different types. The difference to SW is, that CS considers all other types and not only the neighbor. The Classification Strength for the complete typology system is computed as a weighted average of type-specific Classification Strengths:

where is the number of sites in type and is the total number of sites. Similar to the ASW, CS values range from -1 to 1, with higher values indicating more distinct and well-defined types.

The Analysis of Similarities (ANOSIM, Clarke 1993) evaluates typology systems using ranked similarities rather than raw similarity values. Let be the matrix of ranked similarities derived from , where lower ranks are assigned to higher similarities. For any pair of sites , the element represents the rank of the corresponding similarity . We define as the mean rank of within-type similarities and as the mean rank of between-type similarities. The ANOSIM R statistic is computed as:

where Like ASW and CS, the ANOSIM R statistic ranges from -1 to 1. A permutational *p*-value for R can be computed.

Permutational multivariate analysis of variances (PERMANOVA, Anderson 2001) evaluates typology systems by analyzing the variance in dissimilarities among sites. For a dissimilarity matrix with elements , we compute two sums of squares: The total sum of squares:

The within-type sum of squares:

The pseudo F-ratio is then computed as:

Larger F-ratios indicate greater separation between type centroids in multivariate space. The statistical significance of the F-ratio can be assessed through a permutation test.

Non-geometric measures evaluate typology systems directly from abundance or occurrence data, without requiring similarity metrics. These include the indicator species analysis (IndVal, Dufrêne and Legendre 1997), Indicator Species Analysis Minimizing Intermediate Constancies (ISAMIC, Roberts 2023), and Area Under the ζ-diversity Decline Curve (AUCζ, Jupke et al. 2023).  
 The indicator species analysis combines two components for each taxon in type : concentration () and relative frequency (). A perfect indicator (IndVal = 1.0) occurs exclusively in one type (perfect concentration) and is present in all samples of that type (maximum frequency). For the group-equalized IndVal variant, which accounts for uneven sample sizes across types (De Cáceres et al. 2010), we compute the concentration component as:

where is the group-equalized sum of abundances in type , and is the total group-equalized abundance. The frequency component as:

where is the number of occurrences of taxon in type , and is the total number of sites in type . The group-equalized IndVal for taxon in type is then:

For each species, only the highest IndVal is considered.

Statistical significance of each IndVal is assessed through a permutation test. Since multiple tests are performed (one for each taxon), the resulting p-values are adjusted using Holm’s step-down procedure to control for multiple comparisons (Westfall and Young 1993). Two metrics evaluate the overall quality of the typology system: 1. The proportion of significant indicator taxa (at ), denoted as :

where is the indicator function, the number of species and is the adjusted p-value for taxon . 2. The mean adjusted p-value across all taxon-type combinations:

A superior typology system is characterized by a higher and a lower .

The Indicator Species Analysis Minimizing Intermediate Constancies (ISAMIC) evaluates how consistently species occur within types. For each taxon and type , we calculate:

The metric quantifies the predictability of species occurrence patterns. Values close to 1 indicate that species tend to be either consistently present or consistently absent within types Values close to 0 indicate that species occurrences are unpredictable, with frequencies close to 0.5 Higher ISAMIC values suggest a more effective typology system.

The Area Under the Zeta diversity Curve (AUCζ, Jupke et al. 2023) quantifies the rate at which the number of shared taxa decreases along an increasing number of sampling sites. The zeta (ζ) diversity of degree represents the mean number of species shared across sites (Hui and McGeoch 2014).

where represents the set of species in site . For any typology system, we compute the ζ-diversity within-types using sites from the same type and the ζ-diversity between-types using sites from different types. As ζ-diversity declines monotonically with increasing , we can compute the area under the decline curves to quantify the speed and magnitude of turnover. The AUCζ for is calculated as:

We divide by to obtain results that are independent of species richness. The effectiveness of a typology system can be quantified by the ratio:

where values > 1 indicate lower turnover within types than between types.

Lastly, we will compute one evaluation metric for a fuzzy classification. Using gradual instead of binary type-membership, such classifications offer advantages for capturing ecological gradients but are less commonly used. The evaluation criteria we have discussed thus far assume crisp classifications and cannot be applied to fuzzy classifications. Therefore, we will use two approaches specific to fuzzy classifications. To our knowledge, these approaches have not been previously applied to bio validation of typology systems.

Our first approach involves fitting binomial multiresponse GLMs (Wang et al. 2012) using the presence-absence data as response variables and the type-membership as explanatory variables. This method shows how much of the variation in biota can be explained by the type-memberships. We will quantify the model fit with the weighted average if explained deviance across all taxa. The deviances are weighted by the total number of taxon occurrences to prevent an undue influence of rare species. The best possible score is a 1, indicating the type-membership is able to perfectly predict the occurrence probability of every species. The worst score is 0, indicating the type-membership is independent of occurrence probabilities of all taxa.

Our second approach consist of comparing the similarity of two communities in biological space (i.e., their Jaccard distance based on community composition) with the distance in type-membership space, i.e., the Jensen-Shannon distance between their type-membership vectors. This comparison will be achieved with a Mantel test (Mantel 1967) which computes the Pearson correlation between values in the distance matrices.
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