Retrieval-Augmented Generation (RAG) Systems in Research and Information Management

**Abstract/Summary:** Recent advancements in Retrieval-Augmented Generation (RAG) systems represent a significant development in natural language processing, combining the generative capabilities of language models with external information retrieval mechanisms to enhance factual accuracy and contextual relevance. They offer a particularly valuable opportunity to develop tools with private and proprietary information or data that may not have been included in the model’s training corpus. We aim to develop a natural language query interface for data from the Library of Congress, integrating web scraping and data structuring techniques to enable intuitive and efficient information retrieval. By enhancing user interaction, increasing data accessibility, and streamlining information discovery, our research assistant enables scholars, investigators, journalists, and the general public to readily access the specialized and diverse information repositories housed at the Library of Congress.

**Introduction:** Retrieval-Augmented Generation (RAG) systems represent a significant advancement in the domain of natural language processing, particularly in enhancing the capabilities of large language models (LLMs). RAG operates by supplementing the generative process of LLMs with targeted information retrieval from external sources that extend beyond their training data, addressing their inherent limitations such as hallucination of facts and inability to update knowledge continuously. The indexing of this new information into a stored vector database enable the RAG system’s ability to identify relevant text that is similar to the user’s query.[[1]](#endnote-1)

The core components of RAG involve a retriever that locates and collects the necessary information from the vector database and a generator that incorporates this information to produce contextually rich and accurate responses. The retrieval component can operate using either dense or sparse vector spaces to ensure relevance and accuracy in the data retrieved, with the former capturing more complex semantic relationships between words and phrases that enable a more nuanced understanding and retrieval of information.[[2]](#endnote-2) ​ The generator is typically a fine-tuned version of an LLM that adapts its responses based on the information provided by the retriever​.[[3]](#endnote-3)

By enhancing this Naïve RAG system with additional pre-and-post retrieval steps…look at paper cited for the following: “Our investigation into Retrieval-Augmented Generation (RAG) techniques has identified HyDE and LLM reranking as notable enhancers of retrieval precision in LLMs. Surprisingly, established techniques like MMR and Cohere rerank did not demonstrate significant benefits, and Multi-query was found to be less effective than baseline Naive RAG. The results demonstrate the efficacy of the Sentence Window Retrieval technique in achieving high precision for retrieval tasks…[[4]](#endnote-4)”

* Sentence-window retrieval: In addition to retrieving the relevant sentences, Sentence Window Retrieval also includes the surrounding context – the sentences that come before and after the target sentence. This expanded context window is then fed into the language model for synthesis, ensuring that the generated answer has the necessary context for coherence and completeness. (easy reference at[[5]](#endnote-5))
* Hypothetical Document Embedding (HyDE): basically using the LLM to generate an answer to the query and then using the LLM’s answer to search the RAG system’s documents (easy reference at[[6]](#endnote-6))
* LLM Reranking: retrieved documents are further assessed for relevance using a reranking step, which refines the set of documents that will inform the generated response
* Explore if time permitted: Integrating Knowledge Graphs (KGs) with RAG systems represents a promising direction for enhancing retrieval precision and contextual relevance.

Implementing a RAG system as a research assistant for the Library of Congress could enhance the way information is accessed and utilized, offering a powerful tool for researchers that can accelerate the research process. By dynamically integrating the vast repository of documented knowledge with state-of-the-art language models, a RAG system can provide precise, contextual, and up-to-date information. This would not only enhance the factual accuracy of the responses but also significantly reduce the time researchers spend navigating through extensive archival data. Moreover, the flexibility of RAG to adapt to different types of queries and its ability to handle complex information requests can make it an invaluable asset in managing large-scale information repositories like those of the Library of Congress​.[[7]](#endnote-7)

**RAG System:** Data…

After parsing and processing the data, our documents are broken up into chunks of 100 characters using Langchain’s RecursiveCharacterTextSplitter. A 15% overlap between the chunks is applied to maintain context and help improve retrieval accuracy. We used Instructor-XL as the default embeddings model (or MiniLM) and Deeplake vectorstore to house the embedded data.

The top three documents are retrieved based on a user query and the embeddings and combined into a single string; the metadata for the best match is separately saved. A prompt is constructed with detailed instructions, the user’s query, combined documents, and the best document’s metadata. Based on the prompt, Meta’s Llama3.2-3b generates a response to the query by referencing the information it is supplied with. Given the purpose of the system as a research assistant, the generated output is constrained by a temperature of 0.7 to reduce the risk of hallucinations and ensure the text’s integrity. Finally, the metadata from the best matched document that was retrieved is added to the response to serve as a reference and citation for the generated text so that the user can easily refer to the original document if needed.

Evaluation…

Llama3 tokenizer go to 1064? - <https://mychen76.medium.com/multi-gpu-training-for-llama-3-2-using-deepspeed-and-redundancy-optimizer-zero-96a655ee63a8>

* Examples of good prompting for llama: <https://www.llama.com/docs/how-to-guides/prompting>

Naïve to advanced:

Hyde + reranking + summarization + human in the loop

Research assistants will inherently be most effectively used by domain experts to enhance and accelerate their research. Inserting these domain experts to promote a collaborative environment, we can continuously improve our RAG’s knowledge base and generated responses. ….This framework emphasizes the iterative, interactive approach to AI-assisted research using a Human-in-the-Loop strategy that enhances the efficiency and precision of information retrieval and understanding. A feedback loop enables users with existing domain expertise to verify generated responses…

* <https://arxiv.org/pdf/2409.03708>
* <https://arxiv.org/pdf/2402.09746>
* <https://hal.science/hal-04615832/>

Many of the document we use contain overlapping information that can complicate the retrieval process due to closeness in similarities of the retrieved relevant documents. While increasing the number of documents retrieved eventually yields the correct document containing the correct response, it also increases the length of text and context complexity that will be sent to the LLM, raising the risk that irrelevant or superfluous information gets included when generating a response.

Recent research has demonstrated the effectiveness of prioritizing documents according to their relevance with the query/prompt.[[8]](#endnote-8) Reranking is the process of scoring the retrievers results to ensure only relevant and accurate information advances in the RAG system. Reranking the relevant documents collected by our retriever improved our accuracy on 13 human-derived test questions and answers from X to Y.

* We utilize the *Alibaba-NLP/gte-Qwen2-7B-instruct* for reranking,[[9]](#endnote-9) largely due to its dominance among other reranking models. At the time of writing, this model was ranked at the top of the Massive Text Embedding Benchmark (MTEB) reranking leaderboard.[[10]](#endnote-10)
* Alternative cross-encoder: reranker: *bge-reranker-large*[[11]](#endnote-11)
* Alternative: monoT5[[12]](#endnote-12)
* Process:
  + We used two open-source (*hkunlp/instructor-xl*, and *all-MiniLM-L6-v2*) and one closed-source embedding models (*amazon.titan-embed-text-v2:0*) to develop our vector store and retrieve documents that matched a user supplied query. Each model was evaluated on a combination of top\_k values and chunk sizes using 13 human-generated questions-and-answers (insert tableX). Comparing all combinations of model, top\_k values, and chunks sizes, the optimal approaches to achieve the highest accuracy on our testing questionsare…:
  + TableX:
    - Columns: Model, top\_k, chunk\_size, Accuracy (% of Correct Documents Retrieved for 13 questions).
  + tableY:
    - columns: Query, Expected Answer, Retrieved Answer, Expected Document, Retrieved Document, Generated Answer
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