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Abstract

Traffic accidents are one of the highest causes of death in the Nether-
lands, however, widespread debate and discussion on road safety remains
absent. Journalist and researchers have hypothesised that this is partly
because of discursive practices in the language of new articles on traffic
accidents. Discursive content analysis on this subject matter has all been
done manually. The goal of this thesis is research the viability to automate
this discursive content analysis using computational linguistics technolo-
gies. A literary study was done of possible computational approaches
for this problem, determining the approach with the most potential. Ex-
ploratory pattern analysis was done on the Dutch traffic accident domain
to determine if there were patterns which can be identified through com-
putational means. The results show that there are demonstrable patterns
which can be found using computational techniques. Furthermore, an un-
supervised information extraction approach was determined to be most
promising for this problem. In conclusion, it is argued that a computa-
tional approach to automating discursive content analysis is possible but
has some obstacles to overcome. And that the exploratory analysis shows
that patterns are present in Dutch traffic accident news and could be
found through computational means.
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1 Introduction

There is not a day that goes by without a tragic headline in the news involv-
ing a traffic accident. Most of these traffic accident articles appear on news
websites, where news organisation frequently delineate a special category for
them.1 Turning to official statistics, traffic accidents are one of the highest (non
natural) causes of death in the Netherlands.2 Furthermore, the number of heav-
ily injured people due to traffic accidents has been steadily increasing over the
past couple of years –while the number of death has been relatively consistent.3

These statistics are alarming and even more so, their accuracy has been ques-
tioned with researchers suggesting that the actual number of victims of traffic
accidents are much higher (Kemler & den Hertog, 2009). The government in
the Netherlands has tried to address these problems but large scale action re-
mains limited (Aarts, Eenink, Weijermans, Knapper, & Schagen, 2014).4 This
all begs the question: why is it that these issues are not more largely debated
and protested?

Recently, some journalists have been raising questions and awareness about
traffic accidents(Verkade & Brömmelstroet, 2018). Starting a debate on the
way we see road safety and more specifically: debating the ways language in-
fluences our portrayal of road safety (Verkade, 2017). Language has a profound
influence on the way we understand things and is therefore a powerful tool in the
framing of information. News articles on traffic accidents have a very distinct
style of reporting, characterised by a factual and seemingly neutral descrip-
tion of the events. Research has been done on the discourse in news reporting
on traffic accidents, trying to find these distinctive features in the language
through discursive content analysis (Ralph, Lacobucci, Thigpen, & Goddard,
2019). This content analysis has mostly relied on manually analysing articles or
simple statistical analysis of a small amount of articles. This thesis hypothesises
that Dutch traffic accidents news has specific patterns and that these can be
detected through computational linguistic techniques. The central question is
therefore: how can computational linguistics techniques be used to find patterns
between entities within traffic accident news? The patterns and entities men-
tioned can be understood through an example as “car hits cyclist”, where ‘car’
and ‘cyclist’ are entities and their relation or pattern is ‘hits’.

In the first section, the concepts of discourse and framing will be explained
together with research showing the real impact language has on the public im-
age of certain problems. These concepts form the basis on which most content
analysis on traffic accidents has been done. An overview is given of the dis-
cursive content research that has been done on road safety. A central role is

1For example: https://www.nu.nl/tag/verkeersongevallen,
https://www.parool.nl/alle-nieuws-over-verkeersongevallen/,
https://www.volkskrant.nl/alle-nieuws-over-verkeersongevallen/
2https://www.volksgezondheidenzorg.info/ranglijst/ranglijst-doodsoorzaken-op

-basis-van-sterfte
3https://www.cbs.nl/nl-nl/maatschappij/verkeer-en-vervoer/transport-en

-mobiliteit/mobiliteit/verkeersongevallen/categorie-verkeersongevallen/doden

-en-gewonden-in-het-wegverkeer
4The most recent attempt can be found here: https://www.verkeersveiligheid2030.nl/

default.aspx
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given to the research of Ralph et al. (2019), elaborating on their approach to the
problem of discursive content analysis of traffic accidents . The second section
sets forth the possible computational approaches and state-of-the-art algorithms
applicable to this problem. Specifically detailing the concept of unsupervised
relation extraction as the the approach with the most potential for finding pat-
terns in unstructured data like news articles. Having discussed the current
methods in content analysis and computational approaches which could auto-
mate this process, the third section will show the method this research has taken
for preliminary work on the subject. Showing that there are indeed patterns
to be found in the Dutch news on traffic accidents, which could in theory be
found using more automated computational approaches. Concluding with the
overall potential and possibilities for automatically finding patterns between en-
tities which are involved in the traffic accident. Finally, the shortcomings and
limitations of this research will be discussed.

2 Theoretical context

Why is it that most often it is a ‘car’ that hits someone and not a ‘driver’?
Why is it that it is never a ‘bicycle’ that hits somebody but a ‘cyclist’? To
answer these questions it is important to look at the role that language plays
in how we see things. Research on language use, what it means and what it
represents, cannot forego some basic knowledge of the way in which language
is formed. The first section will answer the question how language is formed
by power and the role discursive practices have, explaining what discursive
content is. The second section will discuss the research which has been done
on discursive content analysis traffic accident news. Firstly, there have been
multiple research projects in Belgium on the reliability of news reporting on
traffic accidents using governmental databases. A similar research project was
considered in Dutch context for this thesis but limited data made this impossible
as will be explained. Secondly, numerous research has been done in discursive
content analysis of traffic accident reporting. This research builds upon the ideas
of discourse and framing, manually analysing news articles and finding patterns
and language use corresponding to a specific perspective of traffic accidents in
the general public. Specifically, the recent research of Ralph et al. will be
discussed more in depth –looking at how they framed their analysis and results
(Ralph et al., 2019).

2.1 Discursive practices

What are discursive practices? These are practices which are the consequence
of the discourse in a domain. The concept of discourse, originally used by Fou-
cault, is that through which a subject is constituted and generates knowledge
(Xie, 2018). It entails far more than this short description. However, in the
context of this paper one aspect of this idea of discourse is of great importance.
The feature of language as a means through which knowledge on the subject
is instantiated. Language cannot be interpreted as a objective means through
which information is simply communicated. Language itself forms the knowl-
edge and the information of a subject (Xie, 2018, p.400). The terms, concepts
and descriptions used in a specific context are paramount to the way we under-
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stand a subject. This idea of language as forming knowledge also gives rise to
a complication, the intertwinement with power. Stating that language is form-
ing for knowledge also means that language can be used to alter the discussion
simply by changing the way we talk about a subject. The power to define the
language which is used to discuss a specific subject therefore becomes impor-
tant. These power relations are not simply on display for everyone to see, they
are simply present in discursive practices. They are deeply embedded in the
concepts and terms we use, with no real perpetrator to be singled out. The task
in discursive analysis is to uncover these relations, not too appoint blame, but
to make clear the limitations and biases in the language used in a domain.

An important aspect of discursive practices in news is the concept of fram-
ing. The concept of framing is defined as the context in which a news article is
presented (Scheufele & Tewksbury, 2006). And more specifically, the way this
context refers to knowledge and biases already present in the target audience
of the article. The core idea is that there is a specific way in which a subject
is presented affecting how it will be read. In the context of the traffic accident
domain, one could take the example of an article of a car hitting someone and
the article avoiding to blame the car since most people driving cars will feel
persecuted. There has been research on the kind of framing in broad traffic
news, arguing that news has an important impact on the public image of traffic
accidents(Mejia, 2017). The report by Meija looked at news articles in the San
Francisco and concluded that articles are usually framed as a conflict between
individuals. Furthermore, That there were strict divisions between road users
like cyclist and car drivers and that these divisions were framed as a danger to
each other. However, news articles usually ignored the fact that road safety was
a broader issue and that –for example– unsafe road strategies are also at fault.

2.2 Discursive research in traffic accident news

Central to this thesis is research into discursive content analysis of traffic acci-
dent news. What research has been done in discursive content analysis of traffic
accidents? Identifying these discursive practices in traffic accident news has had
two main approaches.

1. Identifying discursive practices by analysing news articles and detecting
fixed patterns in the language that is used in reporting.

2. Identifying discursive practices by relating news articles to official gov-
ernmental databases. The features of the official databases are compared
with information in news articles to see what information is deemed most
important in news.

2.2.1 Identifying discursive practices through news articles

Content analysis in South Africa identified dominant and non-dominant factors
in national traffic accident news (MacRitchie & Seedat, 2008). Showing that
news specifically framed neglect of individual drivers (speeding, drunkenness) as
the main cause of accidents, ignoring ”societal, institutional and corporate re-
sponsibility in road safety” (MacRitchie & Seedat, 2008, p.350). They also found
that reporters tended to pick out empirical data which enforced the stereotype
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of individual drivers as the problem. More recent research in Canada identified
similar factors, concluding that larger issues in road safety were mostly ignored
(Magusin, 2017). However, a key difference is that MacRitchie identified that
blame was directed at individual drivers whereas Magusin concluded that drivers
were overwhelmingly absolved from blame. Furthermore, Magusin argues that
vehicles –specifically cars– are dominant in traffic discourse and usually priori-
tise vehicle traffic over other road users. In addition, Magusin found that news
reporting was ”factual and dehumanizing” and that only a small number of
news articles humanised the victims and acknowledged broader issues with road
safety (Magusin, 2017, p.89). Recent research by Ralph et al. (2019) concurs
with the findings by Magusin, arguing that traffic accidents are usually framed
as isolated incidents. However, the research by Magusin mostly looked at active
versus passive sentences and terms used in articles.

Ralph et al. developed a method to specifically analyse blame in traffic ac-
cident articles, building a clear framework in which this can be researched. The
data consisted of a small set (200) of newspaper articles scraped from the web,
with a specific set of terms present in these articles(for example bicyclist, bike
etc.). Half of the articles consisted of someone getting hit by a car while biking,
the other half getting hit while walking. The news articles were then analysed
for blame using three features: focus, agency and objects versus person based
language. The two entities involved with an accident were categorised as either
the vehicle or a vulnerable road user (VRU). Using this, each article was as
being agentive or non-agentive where for example agentive means that a “A car
hit a VRU” and non-agentive “A car and a VRU collided”. Then the focus of
the sentence was determined i.e. what the central subject of a sentence was.
Thirdly, the object versus person language was analysed by identifying if the
vehicle was referred to as a driver or vehicle. These three features were identified
for each article and the results showed that 65% of sentences had an agent, 75%
focused on the VRU and the vehicle was referred to as a vehicle and not driver
in 81% of sentences. Ralph et al. argue that these statistics show that VRU are
consistently blamed for accidents and specifically drivers of cars are absolved of
blame. Concluding that this does not mean drivers of vehicles should be blamed
more often but that car accidents should be framed as a public health concern
–replacing terms like ’accident’ with ’crash’ or ’collision’.

2.2.2 Identifying discursive practices through news in relation to
official databases

There has been substantial Belgian research into the validity and completeness
of traffic accident news in reference to governmental databases (De Ceunynck,
De Smedt, Daniels, Wouters, & Baets, 2015; Daniels, Brijs, & Keunen, 2010).
Research by De Ceunynck et al. (2015) suggest that there are a number of biases
in the kind of traffic accidents that get reported in the news. The severity of
traffic accidents had a significant impact on the probability of a traffic accident
being reported, with more grievous accidents being reported more often. De
Ceunynck et al. suggest that these biases create a serious risk in creating and
maintaining skewed perceptions about traffic safety. The method in both these
researches was to use an official governmental database with recorded accidents
and match these with traffic accident news articles. This has the advantage of
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having a reliable measure as to evaluate the results, because the matched arti-
cles can be contrasted with accidents that were not reported. Furthermore, it is
possible to specifically search for which features are represented in a news article
because the governmental databases store numerous conditions of an accident.

To recreate this research in a Dutch context would require a similar govern-
mental database. This database does exist and is called ”Bestand Registreerde
Ongevallen Nederland” (BRON), it contains individual traffic accidents and a
number of features describing the accident. However, there are two major draw-
backs to BRON: all features needed to match with articles have been removed in
connection with EU privacy legislation (Rijkswaterstaat, 2018); and BRON has
significant shortcomings in the number of accidents actually registered and reg-
istered accident are often incomplete (Houwing, 2017). These drawbacks make
it impossible to recreate the research that was done in Belgium.

3 Computational approaches for discursive re-
search

The goal of this research is to automatically recreate the content analysis as
described in the previous subsections. In order to gain an understanding of
this problem in computational terms, it is important to position this research
in respect to the broader fields of information extraction and natural language
processing. The core problem being discussed is how to computationally iden-
tify certain linguistic features in the data. The question this section aims to
answer is: what (state-of-the-art) computational linguistic approaches are most
applicable for this problem?

As for the problem in this thesis: the data is unstructured, unlabelled and
specific to the domain of traffic accidents. The field of AI associated with this
kind of research is called Text Mining, where the goal is to develop ways to com-
putationally discover knowledge from texts. (Allahyari et al., 2017). Allayhrai
et al. divide the field into numerous sub divisions but this thesis is focused on
two main approaches: Information Extraction (IE) and Natural Language Proc-
cesing (NLP). The goal of NLP is defined as ”understanding natural language
using computers” (Allahyari et al., 2017). The data in this research consists
of news articles meaning that the main analysis will have to consist of pro-
cessing raw text, making NLP a logical choice of direction. The goal of IE is
described as ”automatically extracting information or facts from unstructured
or semi-structured documents”(Allahyari et al., 2017). This goal is similar to
the goal of content analysis in general, only differing in the fact that IE tries to
automate this process. NLP and IE complement each other, since algorithms
for IE usually depend on various NLP techniques. An overview is given of both
natural language processing and information extraction techniques and recent
research in these fields. The current approaches and their relevance to the spe-
cific problem and domain of this thesis will be examined, to determine which
approach has the most potential.
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3.1 Natural Language Processing

NLP is a broad field but for the purposes of this research the lexical and syntac-
tic processing of language is key (Liddy, 2001). The lexical level of processing
natural language concerns itself with understanding individual words in sen-
tences, with one of the most widely used techniques being part-of-speech (POS)
tagging. At the syntactic level the interest is in the grammatical structure of
a sentence, where algorithms which classify these grammatical structures are
referred to as dependency parsers. These techniques have been implemented
in a variety of programming tool sets like NLTK, Spacy, FROG and Alpino.
Alpino and FROG are parsers developed specifically for the Dutch language
which implement POS tagging, morphological analysis and dependency parsing
(Van den Bosch, Busser, Daelemans, & Canisius, 2007) .5 POS tagging and
Dependency parsing are used in this research to find the underlying patterns in
the language –which are the basic building blocks for most IE research.

3.2 Information Extraction

Research in IE can be divided in two main tasks: Named Entity Recognition
(NER) and Relation Extraction (Jiang, 2012).

Named Entity Recognition (NER) The task of NER is aimed at classi-
fying a word or sequence of words into a predefined category, examples of these
general categories are person, organisation and location. These NER algorithms
are used in almost all IE research and is the starting point for many techniques
in the relation extraction task. A Dutch NER algorithm has also been imple-
mented which categorises entities into six predefined categories [Desmet, 2013].
These pre-existing NER algorithms work fairly well on some data sets but still
only provide categorising in general terms like person and organisation. Specific
domains –like traffic accident reporting– require distinct categories like vehicles
which ordinary NER algorithms do not provide. In this case, one can train
a NER algorithm on a training set to learn a different set of categories. The
benefit of this approach is that categorises can be more specific than the generic
ones, the disadvantage is that this does require a labelled training set which
is not present in many cases. For the purposes of this research NER poses a
challenge since the target categories are specific but there is no labelled data.
This means that named entities need to be avoided which has significant conse-
quences for the kind of approaches which are applicable.

Relation Extraction The second fundamental task in IE is Relation Extrac-
tion, which aims to find the semantic relations between entities in some form
of raw text (Jiang, 2012, p. 22). There are three main approaches in Relation
Extraction: supervised learning, weakly supervised learning and unsupervised
learning.

1. Supervised Relation Extraction classifies relations between entities into pre-
defined categories. The benefit with supervised learning is that the results are
precise but the disadvantage is that there needs to be some way of pre-defining
categories. In a data set with a large variety in language use and form it is

5http://www.let.rug.nl/vannoord/alp/Alpino/
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difficult to obtain categories which will accurately cover all relations. As will be
discussed in the method and approach of this thesis, the variety in our data is
large and manually defining categories is difficult.

2. The second approach is called weakly supervised learning, where the goal
is to use a small amount of training data to create a model. There are two
techniques widely used in this field, the first is called bootstrapping. The main
idea behind bootstrapping is that a small number of entity pairs which define
the target relation are inputted into an algorithm (Jiang, 2012, p. 29). This
algorithm then finds the occurrences of these pairs and collects the patterns in
which they occur. Then these patterns are retrieved and used to find more en-
tity pairs and vice versa which ultimately culminates in a collection of patterns
and the entities with which these occur.

Some good examples of bootstrapping algorithms are Snowball and TIER (Huang
& Riloff, 2012; Agichtein & Gravano, 2000). The problem with both these algo-
rithms is that they still depend on NER to find entity pairs which match with
patterns. The second technique is called distant supervision, the key idea is the
same as bootstrapping but instead of a small amount of seed pairs a database
on the web is used (for example wikipedia) (Jiang, 2012, p. 30).. The advantage
of using a large database on the web is that the amount of entities which can be
detected increases significantly. Research using this technique has been recently
implemented and works well on data which corresponds relevantly to Wikipedia
entities (Sorokin & Gurevych, 2017). However, the same problem remains that
in order for it to work the database needs to be labelled using some sort of NER
algorithm.

3. The last approach is called unsupervised information extraction, where the
goal is to discover relations without any sort of predefined category. This means
that this approach works well for problems where the target relations are not
known and there is a considerable amount of differing relations. There are two
prominent techniques in unsupervised information extraction: Relation Discov-
ery and Template Induction (Jiang, 2012). Relation discovery aims to find all
interesting relations in a text, without the use of a NER making it far more
versatile. Shinyama and Sekine implemented an algorithm where the example
is given of finding the relations between natural disasters and cities, trying to
determine relations as X was hit by Y (Shinyama & Sekine, 2006). This research
is similar to the goals of this thesis, trying to determine the relationship X was
hit by Y only then in terms of traffic accidents.

A more general approach to unsupervised relation discovery was established
by Rosenfeld and Feldman, explicating the use of clustering in their approach
(Rosenfeld & Feldman, 2007). This general approach has three main stages,
firstly a set of entities is created usually containing pairs. Secondly, sentences
with these entities co-occurring are found and a similarity measure between
different sentences is used. Lastly, through calculating this similarity measure
between sentences clusters are formed of patterns which have a strong resem-
blance. In the paper by Rosenfeld and Feldman a NER algorithm is explicitly
avoided and other means of generating pairs of entities are considered.
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The second unsupervised IE technique is called Template Induction. Template
induction is similar to relation discovery, Chambers and Jurafsky developed an
algorithm which not only finds single binary relations between entities but can
infer entire templates from a corpus (Chambers & Jurafsky, 2011). This means
that the algorithm does not only find a relation X hit Y but also more com-
plex relations as for instance X hit Y with Z. In theory, relations as victim and
perpetrator and the vehicle which caused an accident could be identified using
this approach. Furthermore, the algorithm does not rely on named entities for
patterns to be learned –making it useful in domain-specific data sets.

In conclusion, there are a few fundamental problems which make it too dif-
ficult to apply techniques in IE to the traffic accident domain. NER algorithms
are essential to supervised and weakly supervised approaches but existing NER
algorithms only consider general categories making them ineffective for specific
domains like traffic accidents. Training a NER algorithm on a specific domain
requires a labelled data set which is not present in many cases and labour in-
tensive to manually create. Unsupervised learning approaches avoid the use of
NER algorithms and research has shown that these can be effective in detecting
relations of differing complexity. However, research using these techniques has
only involved English data sets and involves numerous English resources. The
research by Chambers and Jurafsky has potential for the aims of this thesis since
it is able to identify multiple relations and their code is also publicly available.6

In order to reproduce their work in a Dutch setting a Dutch wordnet would
need to be provided, dependency parsers would need to be replaced with Dutch
applicable ones and configuration files edited for the specific domain. These
challenges are interesting for future research but this thesis aims to provide
preliminary work to show that this work would be relevant for the domain.

4 Exploratory pattern analysis in traffic acci-
dent news

This section elaborates on the method used in this thesis to produce some pre-
liminary results on the automation of discursive content analysis. Describing the
data and constituting a method through which potential patterns were identi-
fied. The first subsection will explain how data was gathered and pre-proccessing
that was done on the data. The second subsection will give an analysis of the
composition of the data. The third subsection will elaborate on the method for
exploratory pattern analysis using this data.

4.1 Data: Lexis Nexis

The data for this research is collected through the Lexis Nexis service.7 This
service provides access to articles of a large number of news outlets around the
world. Furthermore, it provides the ability to search for articles matching a
specific search term and allows the user to set the scope of the search criteria.
For the purposes of this research only news articles from Dutch news outlets

6https://github.com/nchambers/schemas
7https://academic.lexisnexis.nl/
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were searched. A collection of search terms were gathered which generally cor-
respond to news about traffic accidents and give a reasonable representation of
the variety of articles. In table 1 the search terms are shown with their respec-
tive amounts of articles in the data set.

As the table shows, 6 search queries were used and the amount of articles
they yielded differs between 400 and 600. The total number of articles down-
loaded is approximately 3000, however, this does not account for duplicates.

Number of articles
geschept 487
ongeval 479
botsing 469
aanrijding 360
ongeluk 345
aangereden 317

Table 1: Lexis Nexis articles per
search term

Duplicates were identified based on the
exact matching of the text feature. This
does mean that –in theory– there could
be articles describing the same accidents
with slight variation in the text. After re-
moving duplicates the data set consists of
2457 unique articles. Shortly summaris-
ing the features: title is the title of an
article; text is the main body of text of
an article; date is the original date of pub-
lication; journal the news outlet it origi-
nates from; set label is the search query
through which the respective article was found. The title and text feature are
the most significant features for the research in this thesis. In the title and text
features non-alpha words were removed and all words were lower cased.

4.2 Analysis: data composition

The composition of the data is analysed to give some insight into the features
and substantiate choices made in the method subsection. Firstly, the dates of
articles were gathered to confirm that our data set is relatively current and
does not contain articles from decades ago. Language changes over periods of
time and using old articles could skew results, even though it would be inter-
esting to see if there are big differences in language patterns over the years.

Figure 1: Amount of articles per year

However, for the data anal-
ysis to be relevant of lan-
guage as it is now the arti-
cles need to be relatively re-
cent. The collected articles
were plotted per year as can
be seen in figure 1. The
data set consist of mainly
articles in the year 2018 and
2019. This is due to the fact
that Lexis Nexis prioritises
more recent results.
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Every article in the data is also annotated with the journal it was originally
issued in. This annotation was not always accurate as will be discussed in the
discussion section. However, there are still some inferences we can make about
the distribution of journals. In order for the pattern analysis not to be biased
to the language use in a specific journal, there needs to be some variety in the
journals. The sums of articles that journals contributed were calculated as can
be seen in figure 2. This shows that a significant part of journals only occurred

Figure 2: Article sums for all journals

once in the data set. A small number of journals contributed large amounts
of articles, for example: one journal contributed 272 articles to the data set
(Algemeen Dagblad). Most importantly, this shows that the variety of journals
is large which makes it unlikely that the results are biased towards a specific
journal. In addition, it also shows that traffic accidents are reported in a wide
variety of media with no single journal having a monopoly on the reporting of
traffic accidents.

The titles and text of an article are the main target of pattern analysis, statistics
show important properties of these features. The amount of words in titles and
text were plotted, as can be seen in figure 3. The first plot (a) shows the amount
of words in the text of articles. The plot shows that there is a substantial peak
around 40 words. There are two explanations for this: Lexis Nexis does not
show the full body of an article but usually cuts the article after 40/50 words;
and traffic accidents articles are usually quite short so even full length articles
might not have more then about 200 words. This does mean that analysis of
the text – in some cases – might not correspond to the entirety of the article
body.
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(a) Histogram and KDE of text

(b) Histogram and KDE of titles

Figure 3: KDE plots of word density in titles and text

The second plot (b) in figure 3 shows the amount of words in titles. As ex-
pected, title are short and usually do not span more then 10 words. However,
it is remarkable that there is such a high peak around 4 words. Apparently
–right around– 4 words is an optimal amount to on the one hand explain what
the article is about and on the other hand keep the attention of the reader.
Due to the short title, it is probable that the words contain the core subject of
the article and likely those involved. Moreover, in general, news articles titles
represent the most important subject of the article.

Two techniques are used in the pattern analysis – also mentioned in the compu-
tational approaches section – namely part-of-speech (POS) tagging and gram-
matical dependency parsing. The dependency parsing is most informative on
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isolated sentences and not on the data set as a whole. POS tagging does give
insight in key terms in the data and the importance of VRU and objects in
the data. POS tagging was done with spacy and trained on the Dutch alpino
training set.8 The POS tags in the title and text features were plotted, most
frequent adjectives; nouns; and verbs are shown in figure 4 and 5. As can be seen
in both the figures the VRU and objects are some of the most frequent nouns
in the data. However, there are some inaccuracies in the POS tagging. In the
text, ‘rotterdam’ and ‘breda’ are incorrectly categorised as adjectives. In the
titles, there are some more inaccuracies: again ‘breda’ is categorised as an adjec-
tive; ‘motorrijder’, ‘fietser’, ‘scooterrijder’ and ‘paalbericht’ are also incorrectly
categorised as adjectives. Furthermore, ‘rotonde’, ‘utrecht’ and ‘breda’ are in-
correctly categorised as verbs. The difference in accuracy between the text and
title is most likely because titles are not always correct sentences which makes
it hard to correctly annotate the terms.

(a) Most frequent adjectives (b) Most frequent nouns

(c) Most frequent verbs

Figure 4: Most frequent nouns, adjectives and verbs in text

8https://spacy.io/
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(a) Most frequent adjectives

(b) Most frequent nouns

(c) Most frequent verbs

Figure 5: Most frequent nouns, adjectives and verbs in titles
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4.3 Method: potential pattern finding

The goal of the pattern analysis was to prove that there are patterns in the data
and that these can be captured in computational terms. The following steps
were taken to identify a pattern:

1. Manually look through the data and find a potential pattern to analyse

2. Analyse this pattern in terms of POS tags and grammatical dependencies
(POS tags individually are not very informative and Noun Chuck parsing
might have been beneficial as will be mentioned in the discussion section)

3. Define the pattern in the most promising pattern i.e. POS tags or gram-
matical dependencies

4. Use different levels of abstraction to gauge the validity of the pattern

The pattern meant above are relations between specific entities, which are based
on the previously mentioned research in discursive content analysis. The target
relations between these entities consist of relations as for example “X hits Y”.
The term ‘hits’ can be many different terms in dutch as for instance ‘raakt’,
‘schept’, or ‘aangereden’.

There are two categories of entities between which relationships are detected,
vulnerable road users (VRU) and objects. The category of VRU was defined
by the following collection of terms :‘fietser’, ‘man’, ‘vrouw’, ‘fietsster’, ‘voet-
ganger’. In table 2 the occurrences of the VRU are shown in respect to titles
and text. In the text feature the corpus frequency was taken, which is why these
terms were more frequent. The category of objects in this research only consist

Title occurrences Text occurrences
Fietser 175 548
Fietsster 70 157
Man 103 1169
Vrouw 95 870
Voetganger 40 93

Table 2: Occurrences of VRU in title and text

of the term: ‘auto’. This is because this is the most prominent object in news
articles and which is involved in almost all reported traffic accidents. As can
be seen in table 3, car is a frequent term in our data and used more than any
of the VRU. For comparison, the table also shows the occurrence of the term
‘automobilist’ which is the more personal term of car but used far less.

Title occurences Text occurences
Auto 288 2357
Automobilist 70 626

Table 3: Occurrences of ‘auto’ vs ‘automobilist’ in titles and text
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5 Results

In this section, one pattern has been worked out and statistically substantiated.

1. Following the defined method, first, a potential pattern was manually iden-
tified. Looking through the titles of sentences, there were frequent sentences
similar to form of: ‘fietser geschept door auto’. In total, there were 51 titles
which contained the term ‘auto’ and ‘geschept’.

2. The second step is analysing the titles in term of the POS tags and gram-
matical dependencies. In the following case, only the grammatical dependencies
were shown to be significant and POS tags did not show a pattern. Three main
dependencies were found to be of significance in the sentences: nominal sub-
jects, oblique nominals and root verbs. The meaning of these dependencies is
as follows: the root is the core relation in a sentence; the nominal subject is
the the typical subject of a sentence;the oblique nominal is a noun identified
as not the core noun.9 For the 51 titles, 48 of them contained as ‘geschept’ as
the root verb. The nominal subject of a sentence corresponded to the victim of
an accident 46 times out of 51. In addition, 33 of these times the victim was a
VRU. The most common nominal subjects can be seen in figure 6. The oblique
nominal corresponded to the term ‘auto’ 43 times, in all these cases the car was
involved in the accident. The most common oblique nominals can be seen in
figure 7. There are some cases where the oblique nominal did not correspond to
someone/something involved like the term ‘ziekenhuis’. Furthermore, 32 titles
contained multiple oblique nominals with one of them always being ’auto’, the
other ones contained term not involved with the accident like the previously
mentioned ‘ziekenhuis’.

Figure 6: Most common nominal subjects in ’geschept’ and ’auto’ titles

9Further explanations can be found here: https://universaldependencies.org
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Figure 7: Most common oblique nominals in ’geschept’ and ’auto’ titles

3. The third step is to define a potential pattern, in this case in grammatical
dependency terms. The grammatical dependency pattern is defined as:

nominal subject * root * oblique nominal

This means that a sentence would start with a nominal subject possibly some
terms in between, then the root verb and the oblique nominal. Intuitively, re-
turning to the first step, we are looking for sentences as for example “Fietser
geschept door auto” or “Voetganger aangereden door auto”. The assumption is
that the nominal subject and oblique nominal are persons/objects involved in
the accident and the root the relation as to how they are involved.

4. The last step is to see how the potential pattern performances on differ-
ent cases. Firstly, titles with only the term ’geschept’ were collected. In total,
117 titles contained the term with 98 having ’geschept’ as the root grammati-
cal dependency. The most common nominal subjects and oblique nominals for
these 98 sentences are shown in figure 8. The nominal subjects are similar to

(a) Most common nominal subjects (b) Most common oblique nominals

Figure 8: Nominal subjects and oblique nominals in ’geschept’ sentences

figure 6, with nominal subjects corresponding to entities which were involved in
the accident expect for the subject ‘schaafwonden’. The oblique nominals are
also similar to the results of the previous step, as can be seen in figure 7. They
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contain the same faults with terms like ‘ziekenhuis’, ‘kruising’, ‘zebrapad’ which
are not entities involved in the accident.

Secondly, all titles with the term ’aangereden’ were collected. In total, there
were 226 titles with the term and of those 188 had ’aangereden’ as the root gram-
matical dependency. The most common nominal subjects and oblique nominals
for these 188 titles are shown in figure 9. For the term ‘aangereden’ there are
still similar results to those with the term ‘geschept’.

(a) Most common nominal subjects (b) Most common oblique nominals

Figure 9: Nominal subjects and oblique nominals terms in ’aangereden’ sen-
tences

Lastly, all titles were analysed for their nominal subjects, oblique nominals
and roots. The two most common roots are ‘aangereden’ and ‘geschept’ which
were already discussed. Three other common roots were ‘gewond’, ‘rijdt’ and
‘overleden’ of which the most common nominal subjects and oblique nominals
are shown in tables 4,5 and 6. As seen in the tables, nominal subjects correspond
to entities involved in the accident in all cases. However, the oblique nominals
do not correspond to entities involved in the accident and in most cases actually
refer to a term describing the accident as for example ‘aanrijding’ and ‘botsing’.
This shows that the defined pattern is not an applicable pattern to all titles and
is only relevant for some specific cases like ‘geschept’ and ‘aangereden’.

Nominal subjects Frequency
Fietsster 18
Vrouw 13
Motorrijder 10
Automobilist 8
Fietser 7

Oblique nominals Frequency
Aanrijding 33
Botsing 30
Ongeluk 10
Ongeval 8
Ernstig 6

Table 4: Most common nominal subjects and oblique nominals in relation to
‘gewond’
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Nominal subjects Frequency
Man 13
Meisje 8
Vrouw 8
Fietser 6
Fietsers 5

Oblique nominals Frequency
Aanrijding 19
Ongeval 14
Botsing 10
Ongeluk 9
Enchede 6

Table 5: Most common nominal subjects and oblique nominals in relation to
‘overleden’

Nominal subjects Frequency
Automobilist 14
Auto 10
Man 9
Bestuurder 5
Luxemberger 1

Oblique nominals Frequency
Aanrijding 21
Botsing 12
Ongeval 9
Fietser 8
Pilaar 6

Table 6: Most common nominal subjects and oblique nominals in relation to
‘rijdt’

6 Conclusion

Returning to the central question of this thesis: how can computational linguis-
tics techniques be used to find patterns between entities within traffic accident
news? As shown in computational approaches section, there has been research
into computational linguistics techniques which solve similar problems. The un-
supervised learning algorithms like that of Chambers and Jurafsky (2011) find
patterns between entities without and predefined structure, also refered to as
template induction. Therefore, it is possible to automate content analysis, find-
ing patterns between entities, using these techniques. To use these techniques
on the Dutch traffic accident domain the resources needed for these techniques
have to be compatible. This means that a Dutch NER would have to be used
and a Dutch wordnet version configured. Using this unsupervised approach
could be beneficial to discursive content analysis, making it possible to auto-
matically identify relations and patterns on a large scale.

The possibility of using these technique in the traffic accident domain depends
on viable patterns being present in the domain. The exploratory pattern anal-
ysis showed that there are some patterns to be found in the data. In the results
section the example of the term ‘geschept’ was taken and it was shown that
looking at the computationally annotated grammatical dependencies a pattern
does emerge. In this pattern, the nominal subject and oblique nominal consis-
tently corresponded to those involved in the accident. Furthermore, the nominal
subject was also found to be the victim – in the sense of the one being hit –
in most cases. Tested on all titles, the pattern did not emerge in all examples
showing that only for some terms are relevant for this pattern. This is expected
since there is not just one pattern in the text but multiple where some are more
significant then others. The discursive content analysis described in the theo-
retical context aimed to identify similar relations, finding who had been hit and
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which terms were used to describe them. This shows that interesting discur-
sive patterns can be found in the traffic accident domain, potentially through
computational means like unsupervised template induction.

7 Discussion

In terms of the method and results there are a number of caveats. The col-
lected data had several faults. Lexis Nexis has data on far more then only the
domain which this research is interested in, which means that when searching
for articles there is no assurance that the article is actually relevant. The search
queries used for the selecting of articles are relevant but there are too many
articles to manually calculate precision. Therefore, the data could consist of
false positives which skews the results. Secondly, the journal annotations con-
tained some variations in the journal name, as for example “Copyright 2012 de
persgroep” and “Copyright 2013 de persgroep”. The actual journal in this case
is “de persgroep”, these variations made the distribution of journal annotations
less accurate.

The found pattern in the results section was only analysed through the titles.
The reason for this is that the sentences in the main text of an article tend
to be a lot more complicated then the titles. Simple patterns and grammatical
dependency structures are therefore hard to find in the main text. This can also
be seen in the examples given by Ralph et al. (2019) in their research, where
complicated sentences were categorised in simpler terms. On then contrary, ti-
tles only consist of about 5 words with the main cause and people involved in
an accident frequently reported. However, titles are often not whole sentences
which makes it harder to find the correct grammatical annotations. A promis-
ing approach is to use the main text and employ noun chunk parsing to find
parts of sentences which are of importance. Due to the complexity and variety
of sentences in the articles this was not done in this research.

In future work it would be interesting to actually transfer the research done
by Chambers and Jurafsky (2011) in a Dutch traffic accident domain. Further-
more, specifically recreating the research done by (Ralph et al., 2019) in a Dutch
content could be informative. Focusing less on the automation through machine
learning techniques – as was done in this research – of discursive content analysis
but instead using techniques like noun chuck parsing.
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