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**Background:** Colorectal cancer is the third most common cancer in Europe. Bevacizumab, a monoclonal antibody that functions as an angiogenesis inhibitor, was approved for the first-line treatment of metastatic colorectal cancer (mCRC) in 2004. However, the addition of Bevacizumab to first-line chemotherapy in mCRC consistently fails to be cost-effective due to moderate/modest response in patients. Recently, copy number load has identified a *sub*type of patients with improved outcomes following Bevacizumab combination therapy. The objective of this study was to compare the cost-effectiveness of adding Bevacizumab to first-line treatment chemotherapy, in comparison to chemotherapy alone, for such patients.

**Materials and Methods:** We developed a three-state Markov model with fortnightly cycles to estimate the incremental cost-effectiveness ratio (ICER) of Bevacizumab (Avastin) plus FOLFOX (5-FU, leucovorin, and oxaliplatin) versus FOLFOX alone. Progression risks and cause-specific mortality were informed by progression-free survival and overall-survival data from the ANGIOPREDICT study on this newly identified subtype of patient with improved responsiveness to Bevacizumab. Probabilities of adverse events were taken from the literature on Bevacizumab combination therapy. Costs for treatment administration and management of adverse events were derived from surveys of consortium hospitals in the participating countries. Utilities applied to calculate the quality-adjusted life years (QALYs) were obtained from a review of the literature. The perspective was that of a healthcare payer in the countries of the COLOSSUS translational study (Germany, Ireland and Spain), where the cost-effectiveness build was built. To test the robustness of results, parameter values were varied individually to assess the model’s sensitivity to individual parameters, and simultaneously, sampling multiple sets of parameter values from a priori–defined probability distributions to represent uncertainty in model parameters.

**Results:** In Ireland, Germany and Spain, the addition of Bevacizumab to therapy provided X QALYS at a cost of €X,000, X QALYS at a cost of €X,000, and X QALYS at a cost of €X,000 respectively, compared with standard of care (FOLFOX without Bevacizumab). Deterministic results indicate that the highest ICER was in Ireland (€,000/QALY), while the lowest was in Spain (€,000/QALY). In Germany, the ICER was €,000 per QALY. Compared to standard of care, the addition of Bevacizumab provided an ICER well above the threshold used to define cost-effectiveness from a European healthcare perspective in every country studied. All univariate and multivariate sensitivity analyses demonstrated that the initial results were generally robust. Cost-effectiveness acceptability curves from the probabilistic sensitivity analysis showed that adding Bevacizumab to therapy was only cost-effective when willingness to pay thresholds were multiple times larger than currently accepted cut-offs.

*Likewise, in the probabilistic sensitivity analysis, Bevacizumab was never identified as being cost-effective in any country at local willingness to pay thresholds.*

**Conclusion:** When compared to standard of care, predictive biomarkers with targeted therapy is cost effective for patients with MSS RAS mt mCRC in Germany, Ireland and Spain at a €X,000 per QALY threshold. However, because of the exploratory nature of this analysis, the cost effectiveness profile of these biomarkers should be evaluated in further comparative studies. Even for recently identified patients with improved outcomes following Bevacizumab combination therapy, adding Bevacizumab to first-line chemotherapy for mCRC invariably is not cost-effective. This result remains unchanged across variability in pricing, healthcare costs, willingness to pay thresholds and multiple international payers.
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# Introduction

With almost 2 million new cases diagnosed annually, colorectal cancer is the third most commonly diagnosed cancer in men, the second most commonly diagnosed in women (Vabi, Gibbs, and Parker 2021), and the second leading cause of cancer deaths worldwide (Nwaokorie and Fey 2021). Following advances in primary and adjuvant treatments, survival time continues to improve in colorectal cancer, with a 5-year survival rate of 64%, however, this is not reflected in metastatic colorectal cancer (mCRC), which has a dramatically lower 5-year survival rate of just 12% (Siegel, Miller, and Jemal 2019).

Cancerous cells may be addressed by targeted therapy which directly inhibits cell proliferation, differentiation, and migration. Similarly, the micro-environment of the tumor, including it’s local blood vessels and immune cells, may be modified in order to disrupt growth and to improve immune surveillance and response (Tiwari et al. 2018). Numerous targeted therapies for colorectal cancer have successfully come to market in the last two decades. As the first clinically applied angiogenesis inhibitor in any disease, Bevacizumab, *a monoclonal antibody that functions as an angiogenesis inhibitor,* may be the most successful of these (Shih and Lindley 2006).

Although widely used as an addition to the chemotherapeutic regimen in the first-line treatment of metastatic colorectal cancer (mCRC), Bevacizumab is typically not considered cost-effective [Kristin et al. (2021)](Goldstein, Chen, Ayer, Howard, Lipscomb, El-Rayes, et al. 2015b)(Franken et al. 2017). This may correspond to a limited overall benefit of Bevacizumab in the clinic [@potti2010] (Goldstein, Chen, Ayer, Howard, Lipscomb, El-Rayes, et al. 2015a). However, there is emerging evidence that for a subtype of mCRC patients, the effect of Bevacizumab is beyond what has previously been seen in mCRC. The ANGIOPREDICT study investigated responsiveness to Bevacizumab per degree of chromosomal instability, identifying a subgroup of mCRC patients with improved outcomes following addition to chemotherapy treatment [@betge2016].

ANGIOPREDICT patients demonstrated significantly improved PFS (HR = 0.68; P = 0.00249; 95% CI 0.53–0.87) and OS (HR = 0.65; P = 0.00227; 95% CI 0.49−0.86) after adding Bevacizumab to treatment compared to chemotherapy alone. Importantly, such improvements were also therapeutically relevant, with a more prolonged median survival of X days compared to chemotherapy alone [@smeets2018]. We hypothesised that such improvements in effectiveness might translate into improvements in the cost-effectiveness of Bevacizumab treatment for mCRC patients with chromosomal instability, providing greater support for clinical use [@jamison2006]. Consequently, the objective of the present study was to conduct a health economic analysis of treatment in this emergent group.

# Materials and Methods

an

#### Model Structure

Limited data exist regarding these novel therapies, with no research comparing the cost-effectiveness of these targeted therapies with standard of care, thus, we developed a general decision-analytic framework applied to mCRC to model the cost-effectiveness of biomarkers for targeted therapies in mCRC. We constructed a Markov model using a hypothetical cohort of patients with mCRC to conduct an exploratory cost-effectiveness analysis of targeted treatment based on new diagnostic tests vs standard of care in MSS RAS mt mCRC patients.

We constructed Markov models to calculate the lifetime costs and outcomes of each treatment strategy. As per Figure 1, in this model we established the following health states: (1) first line treatment prior to progression; (2) second line treatment following progression; (3) death. We applied published estimates of costs associated with each health state in the countries studied [CITE]. All cost estimates were in 2022 Euros [maybe discuss how you converted to this? HIQA has something on this I think]. To apply country-specific state utility values we…DETAIL HERE THE APPROACH WE TOOK AS DISCUSSED WITH KATHLEEN [CITE]. The model was programmed in R 4.1.2 using RStudio 2021.09.2+382 and was informed by the state-transition model framework developed by the Decision Analysis in R for Technologies in Health (DARTH) workgroup (Alarid-Escudero et al. 2021) (Jalal et al. 2017) (Krijkamp et al. 2018) (Krijkamp et al. 2020). The Markov model simulated the health state transitions following a diagnosis of metastatic cancer. A cycle length of 1 month was chosen, per the time between administration of chemotherapy doses. A 5-year time horizon was also chosen, this was appropriate to estimate life expectancy in this patient population [CITE]. For standard of care, we considered 2 lines of treatment, first line (FOLFOX) and second line (FOLFIRI). For the comparator we also considered 2 lines of treatment (NEW THERAPY), then (FOLFIRI). In both instances we made use of treatment-specific utility values. At the end of each cycle, patients remained in their current health state, or transitioned to a more progressive state. To reflect that transitions between states may occur at any point within each cycle, we applied a half-cycle correction to calculating life-years (LYs) {I AM DEFINITELY NOT GOING TO DO THIS, I JUST PUT IT IN HERE AS SOMETHING TO THINK ABOUT, CYCLES ARE ONLY A MONTH SO A CORRECTION OF 2 WEEKS IS PRETTY STUPID}. Within cycle correction here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\R\Functions.R

[A three-state Markov model (Figure 1) with monthly cycle could also have been used to represent the progression of mCRC, including PFS, progressive disease (PD), and death. All patients entered the model either receiving FOLFOX therapy or NOVEL therapy. After treatment discontinuation due to progession, best supportive care (BSC) was modeled. \*\*–> So, here even doing that they still got a treatment that needs to be modelled in PFS].\*\*

Guan, X., Li, H., Xiong, X., Peng, C., Wang, N., Ma, X., & Ma, A. (2021). Cost-effectiveness analysis of fruquintinib versus regorafenib as the third-line therapy for metastatic colorectal cancer in China. *Journal of Medical Economics*, *24*(1), 339-344.

The intention-to-treat (ITT) population we modeled in this study is MSS RAS mt mCRC patients in Germany, Ireland and Spain, from a healthcare payer perspective in these countries. Subsequently the analysis only included direct medical costs. Effectiveness is reflected in life-years (LYs) and quality adjusted life years (QALYS). Per the countries studied, a discount rate of 4% per annum was applied to cost input and health output parameters [citation here]. The primary outcome of the model was the total direct costs, LYs, QALYS, and the incremental cost-effectiveness ratio (ICER).

#### Patients and Treatment Regimens

In the absence of a randomised controlled trial making direct comparisons between standard of care and the proposed novel therapy, it was necessary to perform an indirect comparison using the data from two published studies [CITE]. We made use of published results from one study to estimate the clinical course for patients treated under standard of care and another to estimate outcomes for patients under novel therapy (Goldstein et al. 2014a). The standard of care arm was based on a study be ..et al., {FILL IN THE BLANKS HERE ON THE STUDY YOU BASED THIS ON} who compared…[cite]. The novel therapy arm was based on a X, Y, Z, study by ….et al., While these 2 studies did not have identical target populations…

The current front-line standard of care for mCRC is FOLFOX, given with Bevacizumab. Patients who progress on first-line therapy typically receive second-line treatment with 5-FU, leucovorin, and irinotecan (FOLFIRI) [@tournigand2004].

smeet

The PK arm was based on a phase II nonrandomized study by Capitain et al., who compared PK FOLFOX with BSA FOLFOX.9 The BSA arm was based on a phase III randomized study by Tournigand et al.14 Although the 2 studies did not have identical target populations, the survival outcomes of the baseline BSA arm of the 2 studies are comparable (Table 1).9,14,15 Moreover, the median PFS and OS were also similar to the FOLFOX arm in a similar study.15

Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., … & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. *Clinical colorectal cancer*, *13*(4), 219-225.

Given that there was no single RCT with all treatment arms, it was necessary to perform an indirect comparison using the data from the FRESCO trial and the CONCUR trial6, 11. The baseline treatment for the indirect comparison was BSC taken from the FRESCO trial. The clinical effectiveness in patients in the BSC arm was also available from the CONCUR trial. This, however, was not considered appropriate for the baseline treatment because the survival curves reported by the CONCUR trial were distorted in the paper and were not suitable for recreating individual patient data. However, the hazard ratios (HRs) calculated by original data would not be affected by the distorted figures. The implicit assumption underlying the indirect comparison was that the baseline patient characteristics in the two studies were reasonably similar, which was shown to be true (Appendix Table 1).

[I THINK WE CAN TAKE THEIR APPROACH IN OUR MODEL, DO DIGITISING AND PARAMETRIC SURVIVAL ANALYSIS FOR STANDARD OF CARE, THEN TAKE A HAZARD RATIO FROM ANNETTE AND THE COLOSSUS STUDY FOR THE NEW INTERVENTION, THERE’S A LITTLE MORE ON HR’S BELOW and the following R code applies hazard ratios after doing parametric survival analysis, similar to what I plan to do: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\ISPOR WEBINAR Health Economic Modelling in R\ISPOR\_webinar\_R-master\ISPOR\_webinar\_R-master\oncologySemiMarkov\_illustration.R].

The FRESCO trial was used to model the probabilities of remaining in the PFS state or experiencing disease progression in the fruquintinib arm. This research recreating individual patients data (IPD) from Kaplan–Meier (KM) survival curves in FRESCO by the method published by Guyot et al.12. To predict the events of death and progression beyond the observation period, several parametric models were fit in different distributions, including exponential, Weibull, Gompertz, generalized gamma log-normal and log-logistic. After comparing the goodness-of-fit of different parametric models by the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) (Appendix Table 2), assessing the conformities of parametric models to the original KM survival curves in the FRESCO trial and considering about proportional hazard model used for the indirect comparison, the Weibull distribution model was chosen for the base case analysis (Appendix Figure 1 and Appendix Figure 2).

We used the PFS curves to estimate the transition probability from PFS state to PFS state and the transition probability from PFS state to another states (PD and death) and used the OS curve to estimate the overall mortality. The model assumed the transition probability from PFS state to death was estimated by the background mortality obtained from Chinese government data, which based on actuarial estimates of mortality among the general population in China. According to the background mortality and the transition probability from PFS state to another states (PD and death), we calculated the transition probability from PFS state and PD. Moreover, the transition probability from PD state to PD state could calculated by overall mortality and background mortality.

We also calculated the transition probabilities in the BSC arm by a Weibull-distribution hazard function using the survival data from the FRESCO trial. The model assumed that the survival curves of BSC both in FRESCO and CONCUR would be identical if the patients in BSC arm was identical, and the HR of regorafenib versus BSC would not change even if the patients receiving BSC in CONCUR became exactly same as the patients receiving BSC in FRESCO. Hence,we adjusted the transition probabilities of the regorafenib arm using the transition probabilities of the BSC arm modeled from the FRESCO trial and the HR of regorafenib versus BSC taken from the CONCUR trial.

Guan, X., Li, H., Xiong, X., Peng, C., Wang, N., Ma, X., & Ma, A. (2021). Cost-effectiveness analysis of fruquintinib versus regorafenib as the third-line therapy for metastatic colorectal cancer in China. *Journal of Medical Economics*, *24*(1), 339-344.

There is a discussion on indirect comparisons and how best to do these in this short piece: Martin-Broto, J. (2015). Indirect comparisons in cost-effectiveness analysis: are we being naïve?. Clinical and Translational Oncology, 17(1), 85-86. <https://sci-hub.se/10.1007/s12094-014-1256-9>

This also talks about indirect comparisons Hollmann, S., Alloul, K., Attard, C., & Kavan, P. (2014). An Indirect Treatment Comparison and Cost-Effectiveness Analysis Comparing Folfirinox with Nab-Paclitaxel Plus Gemcitabine for First-Line Treatment for Patients with Metastatic Pancreatic Cancer. Annals of Oncology, 25, ii11. <https://sci-hub.se/10.1093/annonc/mdu164.18>

This applies an indirect comparison in more detail: Tamoschus, D., Draexler, K., Chang, J., Ngai, C., Madin-Warburton, M., & Pitcher, A. (2017). Cost-effectiveness analysis of regorafenib for gastrointestinal stromal tumour (GIST) in Germany. Clinical Drug Investigation, 37(6), 525-533. <https://sci-hub.se/10.1007/s40261-017-0514-3>

I’m not even sure if I would classify what we are doing as an indirect comparison, as we don’t have data for the novel therapy at all (that I know of), but I’ll read the above articles and then make a call on that. Likely I’ll make the call to follow the approach of: Guan, X., Li, H., Xiong, X., Peng, C., Wang, N., Ma, X., & Ma, A. (2021). Cost-effectiveness analysis of fruquintinib versus regorafenib as the third-line therapy for metastatic colorectal cancer in China. *Journal of Medical Economics*, *24*(1), 339-344. and use a HR, but I’ll see.

The following also shows how to do the above: Purmonen, T., Martikainen, J. A., Soini, E. J., Kataja, V., Vuorinen, R. L., & Kellokumpu-Lehtinen, P. L. (2008). Economic evaluation of sunitinib malate in second-line treatment of metastatic renal cell carcinoma in Finland. Clinical therapeutics, 30(2), 382-392. - <https://sci-hub.se/10.1016/j.clinthera.2008.02.013>

***Or we could try:***

The transition probabilities were derived from the median time to radiologic progression and median OS obtained from previously published studies18,20 following recommended methods21. - Per: Hamdy Elsisi, G., Nada, Y., Rashad, N., & Carapinha, J. (2019). Cost-effectiveness of sorafenib versus best supportive care in advanced hepatocellular carcinoma in Egypt. Journal of Medical Economics, 22(2), 163-168. <https://www-tandfonline-com.proxy.library.rcsi.ie/doi/pdf/10.1080/13696998.2018.1552432>

I think the below also takes transition probabilities just from the literature, although I’d have to read it and see:

Pierse, T., O’Neill, S., Dinneen, S. F., & O’Neill, C. (2021). A simulation study of the economic and health impact of a diabetes prevention programme in Ireland. *Diabetic Medicine*, *38*(6), e14540.

#### Transition Probabilities

##### Life Tables:

Following significant review of the literature on CEA of mCRC it’s pretty clear that it’s extremely uncommon for published studies to make use of life tables, most likely because of the short life-span of mCRC patients. However, if I did need to make use of Life Tables for this model, I would utilise the following:

WRITING:

Non mCRC death was captured as a competing risk in the model. We use life tables in each country studied to estimate the background mortality, these data were derived from [CITE WHERE YOU GOT THE LIFE TABLES] for GIVE THE YEAR. The starting age of the cohort was X years, which is the median age of incident mCRC diagnosis, as reported by [SOME TRUST WORTHY CANCER REGISTRATION BODY].

CODE:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A1\_Advanced Markov Modelling\A1.3 Practical exercise R

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_24\4\_cSTM - time-dependent models\_material

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_25\3\_cSTM - history dependence\_material

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.3 Practical exercise R

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A3\_Presenting Simulation Results\A3.3 Practical exercise R

# Parametric Survival Analysis:

Some more R code on parametric survival analysis here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Applied Cost Effectiveness Modeling with R\rcea-rscripts\05-psm

This study: Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Ramalingam, S. S., … & Flowers, C. R. (2015). Necitumumab in metastatic squamous cell lung cancer: establishing a value-based cost. JAMA oncology, 1(9), 1293-1300. saved here: C:/Users/Jonathan/Dropbox/PC/Downloads/coi150070.pdf and particulary it’s supplementary material, saved here: <file:///C:/Users/Jonathan/Dropbox/PC/Downloads/supplementary%20materials.pdf> explains how to use PFS and OS curves to generate transition probabilities from the first state into the second and from the first state into death, so, it tells you how to create both by taking the PFS probabilities and OS probabilities from eachother to get the progressing probability and using the OS probability to get the death probability, it also talks about AIC, BIC, etc.,

Something to consider in this is the following point:

“Model Validation We performed internal model validations demonstrating that the overall survival curves generated by the Markov model simulation closely approximated those presented in the SQUIRE trial14 and the fitted survivalmodels (see eFigure 3 and eFigure 4 in the Supplement).”

And I talked to **Qiushi Chen** about this in detail in email (I also described to Kathleen in email), so look to that conversation on how he approached this to make sure I am not making any mistakes.

This talks about AIC as well: Briggs, A., Sculpher, M., Dawson, J., Fitzpatrick, R., Murray, D., & Malchau, H. (2003). Modelling the cost-effectiveness of primary hip replacement: how cost-effective is the Spectron compared to the Charnley prosthesis. CHE Technical Paper Series, 28. <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Training%20Resources/Decision%20Modelling%20-%20Advanced%20Course/A2_Making%20Models%20Probabilistic/A2.1.2%20Distributions%20for%20parameters/gammadist/interquartile%20range.pdf>

A GREAT EXPLANATION OF PARAMETRIC SURVIVAL ANALYSIS, MATHEMATICAL NOTATION AND CODE CAN BE FOUND HERE: <https://rpubs.com/mbounthavong/survival_analysis_in_r> ALSO SAVED HERE: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\rpubs-com-mbounthavong-survival\_analysis\_in\_r

Info here too: <https://devinincerti.com/2019/06/18/parametric_survival.html>

Survival Curves in R: <https://www.emilyzabor.com/tutorials/survival_analysis_in_r_tutorial.html> <https://sphweb.bumc.bu.edu/otlt/mph-modules/bs/bs704_survival/BS704_Survival_print.html>

Progression and mortality probabilities were derived from the PFS and OS curves of the X study [CITE]. Data points were extracted from survival plots using Engauge Digitizer software, version 12.2, and these data points were used to fit parametric survival models (Mitchell 2022).

To produce estimates of progression and mortality outside of the follow-up time in X study several parametric models were fit to a number of distributions, including exponential, Weibull, Gompertz, generalized gamma log-normal and log-logistic. Statistical analyses demonstrated a good fit was provided for both curves by Weibull models, according to the Akaike information criterion (AIC), the Bayesian information criterion (BIC), Schwarz Bayesian criterion and visual inspection of the relative conformity of parametric models to the original Kaplan-Meier survival curves (Table A1 in the appendix, Figure A1 in the appendix). Weibull models have been demonstrated to be more suitable for modeling events occurring in mCRC (Goldstein et al. 2014b), and support the application of proportional hazard models (Guan et al. 2021) such that the Weibull distribution model was chosen for the base case analysis. Therefore, we estimated the transition probabilities for each cycle based on the fitted Weibull survival models.

The cycle length studied was 2 weeks, corresponding to the time between chemotherapy administrations. Because PFS curves capture patients under progression and death, we estimate the progression risks, that is the transition probability from first to second line treatment, by subtracting the mortality risks $r\_{i}$ from these transition probabilities $p\_{i}$. Thus, the probability of progression is = max($p\_{i}$ - $r\_{i}$, 0), *i* = 1,2,\cdots, per (Goldstein, Chen, Ayer, Howard, Lipscomb, Ramalingam, et al. 2015).

Transition from first to second line treatment in each cycle was calculated based on the (Wang et al. 2020) [USE THIS PAPER TO DESCRIBE THE PARAMETRIC SURVIVAL ANALYSIS] formulation: 1−exp($*λ*[t−1]^{γ}$ − $*λ*t^{γ}$), where the current stage in the model is t, and *λ* and *γ* are the estimated scale and shape parameters respectively. The transition probability of second-line treatment into death is as informed by (Wen et al. 2016).

**3 TIMES GDP THRESHOLD:**

We used the World Health Organization’s Choosing Interventions that are Cost–Effective (WHO-CHOICE) suggestion that “interventions for a given country or region that cost less than three times average per capita income per disability-adjusted life-year (DALY) averted are considered costeffective; and those that exceed this level are considered not cost-effective” (estimation from CAPMAS)29. The three times GDP per capita in Egypt in 2017 was EGP106,000, which corresponds to an incremental cost-effectiveness ratio (ICER) threshold of USD 41,372 (2017)30. Hamdy Elsisi, G., Nada, Y., Rashad, N., & Carapinha, J. (2019). Cost-effectiveness of sorafenib versus best supportive care in advanced hepatocellular carcinoma in Egypt. Journal of Medical Economics, 22(2), 163-168. <https://www-tandfonline-com.proxy.library.rcsi.ie/doi/pdf/10.1080/13696998.2018.1552432>

“The WTP threshold was set as three times the GDP per capita in 2017, which was $10,800/QALY in Indonesia.”

Kristin, E., Endarti, D., Khoe, L. C., Taroeno-Hariadi, K. W., Trijayanti, C., Armansyah, A., & Sastroasmoro, S. (2021). Economic evaluation of adding bevacizumab to chemotherapy for metastatic colorectal cancer (mCRC) patients in Indonesia. *Asian Pacific Journal of Cancer Prevention: APJCP*, *22*(6), 1921.

<file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Evidence%20Synthesis/Economic%20Models/Kristin%20et%20al_2021_Economic%20Evaluation%20of%20Adding%20Bevacizumab%20to%20Chemotherapy%20for%20Metastatic.pdf>

three times the GDP per capita of China Cost-effectiveness analysis of fruquintinib versus regorafenib as the third-line therapy for metastatic colorectal cancer in China tandfonline.com/doi/pdf/10.1080/13696998.2021.1888743

Maybe for \*\*Germany\*\*, where they don’t appear to have a cost-effectiveness threshold, I can use the GDP per capita approach I’ve read about (somewhere) or some range of this. Rough description of this here: Marseille, E., Larson, B., Kazi, D. S., Kahn, J. G., & Rosen, S. (2014). Thresholds for the cost–effectiveness of interventions: alternative approaches. Bulletin of the World Health Organization, 93, 118-124. <https://www.who.int/bulletin/volumes/93/2/14-138206/en/> Health Opportunity cost may also factor into this: Ochalek, J., Lomas, J., & Claxton, K. (2018). Estimating health opportunity costs in low-income and middle-income countries: a novel approach and evidence from cross-country data. BMJ Global Health, 3(6). <https://gh.bmj.com/content/3/6/e000964>

This study also didnt have thresholds, much like Germany doesnt: Franken, M. D., Van Rooijen, E. M., May, A. M., Koffijberg, H., van Tinteren, H., Mol, L., … & van Oijen, M. G. H. (2017). Cost-effectiveness of capecitabine and bevacizumab maintenance treatment after first-line induction treatment in metastatic colorectal cancer. European Journal of Cancer, 75, 204-212. <https://sci-hub.ru/10.1016/j.ejca.2017.01.019>

# 00 Set up general state of play

rm(list = ls())   
# clear memory (removes all the variables from the work space)  
options(scipen=999)   
# turns scientific notation off  
# options(scipen=0) turns it back on, per: https://stackoverflow.com/questions/5352099/how-can-i-disable-scientific-notation

# 01 Load all packages

# Joshua's Package Manager:  
  
# Package names  
  
packages <- c("pacman", "flexsurv", "MASS", "dplyr", "devtools", "scales", "ellipse", "ggplot2", "lazyeval", "igraph", "ggraph", "reshape2", "knitr", "stringr", "diagram", "survival", "lubridate", "ggsurvfit", "gtsummary", "tidycmprsk", "magrittr", "dplyr", "diffr")  
  
# Install packages not yet installed  
  
installed\_packages <- packages %in% rownames(installed.packages())  
  
if (any(installed\_packages == FALSE)) {  
  
 install.packages(packages[!installed\_packages])  
  
}  
  
# Packages loading  
  
invisible(lapply(packages, library, character.only = TRUE))  
  
p\_load\_gh("DARTH-git/dampack", "DARTH-git/darthtools")

# Check whether the required packages are installed and, if not, install the missing packages  
# # - the 'pacman' package is used to conveniently install other packages  
# if (!require("pacman")) install.packages("pacman"); library(pacman)  
# p\_load("flexsurv", "MASS", "dplyr", "devtools", "scales", "ellipse", "ggplot2", "lazyeval", "igraph", "ggraph", "reshape2", "knitr", "stringr", "diagram")   
# p\_load\_gh("DARTH-git/dampack", "DARTH-git/darthtools")

# 02 Individual Data for Parametric Code

# Load the individual patient data for the time-to-progression (TTP) that you recovered by digitising published survival curves  
  
# df\_TTP <- read.csv(file='PFS.csv', header=TRUE)  
# save.image("C:/Users/Jonathan/OneDrive - Royal College of Surgeons in Ireland/COLOSSUS/R Code/GitHub/COLOSSUS\_Model/df\_TTP.RData")  
# df\_TTD <- read.csv(file='OS.csv', header=TRUE)  
# save.image("C:/Users/Jonathan/OneDrive - Royal College of Surgeons in Ireland/COLOSSUS/R Code/GitHub/COLOSSUS\_Model/df\_TTD.RData")  
  
load(file = "df\_TTP.RData")  
# Load the individual patient data for the time-to-death (TTD) that you recovered by digitising published survival curves  
load(file = "df\_TTD.RData")  
# At the moment I don't have time-to-death (TTD) data, and creating a fake dataset by duplicating time-to-progression (TTP) won't work as R will recognise the duplication and refuse to load the data, but when I DO have time-to-death (TTD) data I'll load it in here.  
  
# Here's how to remove the BVZ rows from the excel files we have: https://techcommunity.microsoft.com/t5/excel/deleting-rows-that-contain-specific-content/m-p/2084473  
  
# At the moment this is just nonsense data and needs to be replaced when I have figured out the issues described at the end of this section.  
  
# When I do have data, the data needs to be set up to include a column for the time (in the example this is time in years) and a status indicator whether the time corresponds to an event, i.e. progression (status = 1), or to the last time of follow up, i.e. censoring (status = 0),  
  
# "What is Censoring? Censoring in a study is when there is incomplete information about a study participant, observation or value of a measurement. In clinical trials, it's when the event doesn't happen while the subject is being monitored or because they drop out of the trial." - https://www.statisticshowto.com/censoring/#:~:text=What%20is%20Censoring%3F,drop%20out%20of%20the%20trial.  
  
# https://en.wikipedia.org/wiki/Survival\_analysis#:~:text=or%20q%20%3D%200.99.-,Censoring,is%20common%20in%20survival%20analysis.  
  
# At the bottom of the parametric survival code I think about how time from individual patient data may be changed to match the time of our cycles.  
  
# I think the digitiser will give me the time in the context of the survival curves I am digitising, i.e., time in weeks, or time in months or time in years.  
  
# Then I will have to set-up my time accordingly in the R code so that my cycle length is at the same level as the individual patient data.  
  
# That is, in Koen's example:  
  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\ISPOR WEBINAR Health Economic Modelling in R\ISPOR\_webinar\_R-master  
  
# the data includes a column for the time (in years)  
# t\_cycle <- 1/4 # cycle length of 3 months (in years) # n\_cycle <- 60 # number of cycles (total runtime 15 years)  
   
  
# So I would have my colum for time, in the [TIME] the graph I was digitising used.  
# Then I would create my cycle length of X weeks (in [TIME] the graph I was digitising used)  
# Then I would have my number of cycles that would add up to give me a total runtime of how long I want to run the model for.  
# So, above Koen wanted to run the model for 15 years, but his cycles were in 3 months, or each cycle was a quarter of a year, so 60 quarters, or 60 3 month cycles, is 15 years.

# 03 Parametric Survival Analysis Model Plan

# We will implement a semi-Markov model with time-dependent transition probabilities, via a parametric survival model fitted to some individual patient data for the time-to-progression (TTP) and time-to-death (TTD) for standard of care.  
  
# A hazard ratio for the new intervention therapy vs. the standard of care will then be applied to obtain transition probabilities for the new experimental strategy.  
  
# Let's first review the survival curves and see if they match the study:  
  
# Simple survival curves:  
  
# km\_fit\_PFS <- survfit(Surv(time, status) ~ 1, data=df\_TTP)  
# plot(km\_fit\_PFS)  
#   
# km\_fit\_OS <- survfit(Surv(time, status) ~ 1, data=df\_TTD)  
# plot(km\_fit\_OS)  
  
# My understanding of survival curves is supported by: https://www.emilyzabor.com/tutorials/survival\_analysis\_in\_r\_tutorial.html  
  
#install.packages(c("survival", "lubridate", "ggsurvfit", "gtsummary", "tidycmprsk"))  
#remotes::install\_github("zabore/condsurv")  
#remotes::install\_github("zabore/ezfun")  
# library(survival)  
# library(lubridate)  
# library(ggsurvfit)  
# library(gtsummary)  
# library(tidycmprsk)  
# #library(condsurv)  
# #install.packages("magrittr") # package installations are only needed the first time you use it  
# #install.packages("dplyr") # alternative installation of the %>%  
# library(magrittr) # needs to be run every time you start R and want to use %>%  
# library(dplyr) # alternatively, this also loads %>%  
  
  
# We want to make sure the data we're feeding in matches the data from the publication in Table 4d and Supplementary Table 10d  
  
  
# A really good intro to survival curves is here: https://shariq-mohammed.github.io/files/cbsa2019/1-intro-to-survival.html  
  
  
survfit2(Surv(time, status) ~ 1, data = df\_TTP) %>% ggsurvfit() +  
 labs(  
 x = "Days",  
 y = "Progression Free survival probability"  
 ) +   
 add\_risktable()

![](data:image/png;base64,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)

km\_fit\_PFS <- survfit(Surv(time, status) ~ 1, data=df\_TTP)  
summary(km\_fit\_PFS, times = c(0,150,300,450, 600, 750, 900, 1050, 1200, 1350)) # This will stop just before the last patient is censored in the data, also, n.event means number of events that happened at this time.

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 0 202 0 1.0000 0.00000 1.00000 1.0000  
## 150 136 67 0.6683 0.03313 0.60644 0.7365  
## 300 65 69 0.3242 0.03303 0.26551 0.3958  
## 450 27 38 0.1347 0.02410 0.09482 0.1912  
## 600 11 15 0.0570 0.01656 0.03223 0.1007  
## 750 6 5 0.0311 0.01244 0.01418 0.0681  
## 900 3 3 0.0155 0.00888 0.00507 0.0477  
## 1050 1 1 0.0104 0.00728 0.00261 0.0410  
## 1200 1 0 0.0104 0.00728 0.00261 0.0410

survfit2(Surv(time, status) ~ 1, data = df\_TTD) %>% ggsurvfit() +  
 labs(  
 x = "Days",  
 y = "Overall survival probability"  
 ) +   
 add\_risktable()

![](data:image/png;base64,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)

km\_fit\_OS <- survfit(Surv(time, status) ~ 1, data=df\_TTD)  
summary(km\_fit\_OS, times = c(0,300,600,900,1200,1500,1800,1810,1820,1830,1840,1850,1860,1870,1880,1890,1891,1892,1893,1894,1895,1896,1897,1898,1899,1900,1901,2000,2010))

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 0 202 0 1.0000 0.0000 1.00000 1.000  
## 300 154 47 0.7667 0.0298 0.71047 0.827  
## 600 95 57 0.4809 0.0354 0.41638 0.555  
## 900 49 43 0.2581 0.0313 0.20340 0.327  
## 1200 15 24 0.1068 0.0242 0.06847 0.166  
## 1500 5 4 0.0725 0.0218 0.04023 0.131  
## 1800 1 1 0.0362 0.0278 0.00804 0.163  
## 1810 1 0 0.0362 0.0278 0.00804 0.163  
## 1820 1 0 0.0362 0.0278 0.00804 0.163  
## 1830 1 0 0.0362 0.0278 0.00804 0.163  
## 1840 1 0 0.0362 0.0278 0.00804 0.163  
## 1850 1 0 0.0362 0.0278 0.00804 0.163  
## 1860 1 0 0.0362 0.0278 0.00804 0.163  
## 1870 1 0 0.0362 0.0278 0.00804 0.163  
## 1880 1 0 0.0362 0.0278 0.00804 0.163  
## 1890 1 0 0.0362 0.0278 0.00804 0.163  
## 1891 1 0 0.0362 0.0278 0.00804 0.163  
## 1892 1 0 0.0362 0.0278 0.00804 0.163  
## 1893 1 0 0.0362 0.0278 0.00804 0.163  
## 1894 1 0 0.0362 0.0278 0.00804 0.163  
## 1895 1 0 0.0362 0.0278 0.00804 0.163  
## 1896 1 0 0.0362 0.0278 0.00804 0.163  
## 1897 1 0 0.0362 0.0278 0.00804 0.163  
## 1898 1 0 0.0362 0.0278 0.00804 0.163  
## 1899 1 0 0.0362 0.0278 0.00804 0.163

# The PFS and OS curves I create, match those from the publication, so we know the data we are feeding in is correct.  
  
# So, the problem must be in how I am generating probabilities in my model.  
  
  
  
# I calculate the probability of not progressing at the different time periods in the data from the publication, to contrast this to the probabilities I create of not progressing at different time periods once I've created probabilities in the R code, the probability of survival at each time period will be reported under the "survival" heading, per: https://www.emilyzabor.com/tutorials/survival\_analysis\_in\_r\_tutorial.html   
  
summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 0)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 0 202 0 1 0 1 1

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 150)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 150 136 67 0.668 0.0331 0.606 0.737

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 300)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 300 65 136 0.324 0.033 0.266 0.396

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 450)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 450 27 174 0.135 0.0241 0.0948 0.191

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 600)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 600 11 189 0.057 0.0166 0.0322 0.101

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 750)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 750 6 194 0.0311 0.0124 0.0142 0.0681

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 900)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 900 3 197 0.0155 0.00888 0.00507 0.0477

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 1050)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1050 1 198 0.0104 0.00728 0.00261 0.041

summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 1200)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTP)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1200 1 198 0.0104 0.00728 0.00261 0.041

# I can repeat this for TTD:  
  
  
summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 0)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 0 202 0 1 0 1 1

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 150)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 150 178 24 0.881 0.0228 0.838 0.927

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 300)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 300 154 47 0.767 0.0298 0.71 0.827

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 450)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 450 127 75 0.627 0.0341 0.564 0.698

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 600)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 600 95 104 0.481 0.0354 0.416 0.555

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 750)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 750 64 133 0.332 0.0335 0.272 0.404

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 900)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 900 49 147 0.258 0.0313 0.203 0.327

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 1050)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1050 34 156 0.208 0.0294 0.157 0.274

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 1200)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1200 15 171 0.107 0.0242 0.0685 0.166

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 1350)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1350 10 173 0.0906 0.0231 0.0549 0.149

summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 1500)

## Call: survfit(formula = Surv(time, status) ~ 1, data = df\_TTD)  
##   
## time n.risk n.event survival std.err lower 95% CI upper 95% CI  
## 1500 5 175 0.0725 0.0218 0.0402 0.131

# Do the Weibull probabilities match the probabilities created directly by the Kaplan-Meier:  
  
# Here's how I checked if the Weibull probabilities match the probabilities created directly by the Kaplan-Meier, basically, I take the Kaplan-Meier probabilities at a few different cycles directly from the data as below, the probability of survival at each time period will be reported under the "survival" heading:  
  
# I do this first for TTP:  
  
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 0)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 14)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 28)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 42)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 56)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 70)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 84)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 98)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTP), times = 112)  
  
  
  
# Then, I calculate the probability of staying in the PFS state, which is what the above gives me. To do this, I create all the other probabilities as zero because I just want to look at whats going on with my Weibull probabilities for the PFS curve, I also put it in the first slot, as the way it works is that it needs to be multiplied by 1, and m\_M\_SoC has a cohort trace with 1 in in the first slot, ready to be matrix multiplied by m\_P\_SoC with it's probabilities. It's 1- because the probabilities created above from the PFS curve are probabilities of staying in PFS, not the probabilities of moving from PFS to OS.  
  
# m\_P\_SoC["PFS", "PFS",]<- (1 -p\_PFSOS\_SoC)  
# m\_P\_SoC["PFS", "OS",]<- 0  
# m\_P\_SoC["PFS", "Dead",]<-0  
#   
# # Setting the transition probabilities from OS  
# m\_P\_SoC["OS", "OS", ] <- 0  
# m\_P\_SoC["OS", "Dead", ] <- 0  
#   
#   
# # Setting the transition probabilities from Dead  
# m\_P\_SoC["Dead", "Dead", ] <- 0  
  
  
# So here I once again create the Markov cohort trace by looping over all cycles  
# - note that the trace can easily be obtained using matrix multiplications  
# - note that now the right probabilities for the cycle need to be selected, like I explained above. (this is all just the comments written from where I actually do the analysis).  
# for(i\_cycle in 1:(n\_cycle-1)) {  
# m\_M\_SoC[i\_cycle + 1, ] <- m\_M\_SoC[i\_cycle, ] %\*% m\_P\_SoC[ , , i\_cycle]  
# m\_M\_Exp[i\_cycle + 1, ] <- m\_M\_Exp[i\_cycle, ] %\*% m\_P\_Exp[ , , i\_cycle]  
# }  
  
  
# head(m\_M\_SoC) # print the first few lines of the matrix for standard of care (m\_M\_SoC)  
# head(m\_M\_Exp) # print the first few lines of the matrix for experimental treatment(m\_M\_Exp)  
  
# looking at the cohort trace -> m\_M\_SoC, you see that the proportions in the PFS state from 100 are basically identical to the probabilities of being in those states created from the Kaplan Meier, again starting from 100% of people under study, thus, the Weibull probabilities created match the Kaplan-Meier.  
  
# They can be a few % off but that's OK, as it's fitting a Weibull to the Kaplan Meier curves, so they're not going to be identical.  
  
# m\_M\_SoC  
  
  
# I can repeat this for TTD:  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 0)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 14)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 28)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 42)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 56)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 70)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 84)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 98)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 112)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 126)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 158)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 172)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 184)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 198)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 212)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 224)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 238)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 252)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 266)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 280)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 294)  
#   
# summary(survfit(Surv(time, status) ~ 1, data = df\_TTD), times = 308)  
  
  
# Here, like above, I put the p\_PFSD\_SoC bit into the first part of the probability matrix, even though it concerns people going from first line treatment or PFS to dead, because it needs to be multiplied by the 1 that exists in the cohort:  
  
#   
# m\_P\_SoC["PFS", "PFS",]<- 1- p\_PFSD\_SoC  
# m\_P\_SoC["PFS", "OS",]<- 0  
# m\_P\_SoC["PFS", "Dead",]<-0  
#   
# # Setting the transition probabilities from OS  
# m\_P\_SoC["OS", "OS", ] <- 0  
# m\_P\_SoC["OS", "Dead", ] <- 0  
#   
#   
# # Setting the transition probabilities from Dead  
# m\_P\_SoC["Dead", "Dead", ] <- 0  
  
  
# So here I once again create the Markov cohort trace by looping over all cycles  
# - note that the trace can easily be obtained using matrix multiplications  
# - note that now the right probabilities for the cycle need to be selected, like I explained above.  
# for(i\_cycle in 1:(n\_cycle-1)) {  
# m\_M\_SoC[i\_cycle + 1, ] <- m\_M\_SoC[i\_cycle, ] %\*% m\_P\_SoC[ , , i\_cycle]  
# m\_M\_Exp[i\_cycle + 1, ] <- m\_M\_Exp[i\_cycle, ] %\*% m\_P\_Exp[ , , i\_cycle]  
# }  
#   
#   
# head(m\_M\_SoC) # print the first few lines of the matrix for standard of care (m\_M\_SoC)  
# head(m\_M\_Exp) # print the first few lines of the matrix for experimental treatment(m\_M\_Exp)  
#   
# #m\_M\_SoC  
# m\_M\_SoC  
  
# This also answers the question of how exactly probabilities are created, the m\_P\_SoC is something that, when multiplied by 1, (when at the start 100% of our cohort are in the PFS state) gives us the first probability from that 100%, and the next part or row of that m\_P\_SoC probability is then multiplied by the proportion who are in the different states in the next row for the cohort (given their movements last time having been multiplied by m\_P\_SoC) which gives us the second probability multiplied by the proportion of that 1 (or 100%) in each state, and so on, and so forth, for each wave.

# Time-to-Progression (TTP):

# 04 Parametric Survival Analysis itself:

# We use the 'flexsurv' package to fit several commonly used parametric survival distributions.  
  
# The data needs to be set up to include a column for the time (in years) and a status indicator whether the time corresponds to an event, i.e. progression (status = 1), or to the last time of follow up, i.e. censoring (status = 0).  
  
  
# It looks like Koen is applying the flexsurvreg formula to individuals who experience progression (i.e. ~1):  
  
head(df\_TTP)

## time status  
## 1 739 1  
## 2 211 1  
## 3 311 1  
## 4 412 1  
## 5 25 1  
## 6 302 1

l\_TTP\_SoC\_exp <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "exp")  
l\_TTP\_SoC\_gamma <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "gamma")  
l\_TTP\_SoC\_gompertz <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "gompertz")  
l\_TTP\_SoC\_llogis <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "llogis")  
l\_TTP\_SoC\_lnorm <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "lnorm")  
l\_TTP\_SoC\_weibull <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP, dist = "weibull")

# 05 Inspecting the fits:

# And this would make sense per the below diagram - which looks at the proportion of individuals who have the event, i.e. progression.  
  
# Inspect fit based on visual fit  
colors <- rainbow(6)  
plot(l\_TTP\_SoC\_exp, col = colors[1], ci = FALSE, ylab = "Event-free proportion", xlab = "Time in days", las = 1)  
lines(l\_TTP\_SoC\_gamma, col = colors[2], ci = FALSE)  
lines(l\_TTP\_SoC\_gompertz, col = colors[3], ci = FALSE)  
lines(l\_TTP\_SoC\_llogis, col = colors[4], ci = FALSE)  
lines(l\_TTP\_SoC\_lnorm, col = colors[5], ci = FALSE)  
lines(l\_TTP\_SoC\_weibull, col = colors[6], ci = FALSE)  
legend("right",  
 legend = c("exp", "gamma", "gompertz", "llogis", "lnorm", "weibull"),  
 col = colors,  
 lty = 1,  
 bty = "n")
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# Koen says "# Weibull has the best visual and numerical fit" but I don't see what it's visually being compared to in this graph, I will have to learn about this in the C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv folder.  
  
# The time is in years which makes sense, the data you are drawing from is in years so that's what you want to make comparisons to.

# Compare the fit numerically based on the AIC  
(v\_AIC <- c(  
 exp = l\_TTP\_SoC\_exp$AIC,  
 gamma = l\_TTP\_SoC\_gamma$AIC,  
 gompertz = l\_TTP\_SoC\_gompertz$AIC,  
 llogis = l\_TTP\_SoC\_llogis$AIC,  
 lnorm = l\_TTP\_SoC\_lnorm$AIC,  
 weibull = l\_TTP\_SoC\_weibull$AIC  
))

## exp gamma gompertz llogis lnorm weibull   
## 2604.383 2570.365 2594.880 2579.625 2580.161 2574.970

# Weibull has the best visual and numerical fit  
  
# I will have to learn what a good value of AIC is, and, because flexsurvreg provides AIC I will have to see what other numerical measures, such as BIC, it provides.

# 06 Saving the survival parameters for use in the model:

# Saving the survival parameters ----  
  
# The 'flexsurv' package return the coefficients, which need to be transformed for use in the base R functions, but that will be done when the coefficients actually are used, for the time being we will just save the survival parameters from the distribution we decide to use.   
  
# NB, if we are not going with Weibull then we may have to save something specific to the distribution that is not shape or scale - we can look into this if we don't use Weibull.  
  
l\_TTP\_SoC\_weibull

## Call:  
## flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTP,   
## dist = "weibull")  
##   
## Estimates:   
## est L95% U95% se   
## shape 1.3917 1.2520 1.5470 0.0751  
## scale 286.7776 258.1993 318.5191 15.3598  
##   
## N = 202, Events: 198, Censored: 4  
## Total time at risk: 52049  
## Log-likelihood = -1285.485, df = 2  
## AIC = 2574.97

# Calling a flexsurvreg parameter like this allows you to see here that Weibull is the shape and the scale, so if we do go with another distribution we can see what it's version of shape and scale are and use these instead.  
  
l\_TTP\_SoC\_weibull$coefficients

## shape scale   
## 0.3305319 5.6587072

coef\_weibull\_shape\_SoC <- l\_TTP\_SoC\_weibull$coefficients["shape"]  
coef\_weibull\_scale\_SoC <- l\_TTP\_SoC\_weibull$coefficients["scale"]

# Time-to-Dead (TTD):

# 07 Parametric Survival Analysis itself:

# We use the 'flexsurv' package to fit several commonly used parametric survival distributions.  
  
# The data needs to be set up to include a column for the time (in years) and a status indicator whether the time corresponds to an event, i.e. progression (status = 1), or to the last time of follow up, i.e. censoring (status = 0).  
  
  
# It looks like Koen is applying the flexsurvreg formula to individuals who experience progression (i.e. ~1):  
  
# I duplicate the time to progression data frame as time to dead here, I'll REALLY need to make sure to delete this line when I have actual time to dead data or else I'll be running my analysis on the time to progression data twice and thinking I'm running it on time to dead:  
  
# df\_TTD <- df\_TTP  
  
head(df\_TTD)

## time status  
## 1 1899 0  
## 2 211 1  
## 3 610 1  
## 4 673 1  
## 5 25 1  
## 6 1187 1

l\_TTD\_SoC\_exp <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "exp")  
l\_TTD\_SoC\_gamma <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "gamma")  
l\_TTD\_SoC\_gompertz <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "gompertz")  
l\_TTD\_SoC\_llogis <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "llogis")  
l\_TTD\_SoC\_lnorm <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "lnorm")  
l\_TTD\_SoC\_weibull <- flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD, dist = "weibull")

# 08 Inspecting the fits:

# And this would make sense per the below diagram - which looks at the proportion of individuals who have the event, i.e. progression.  
  
# Inspect fit based on visual fit  
colors <- rainbow(6)  
plot(l\_TTD\_SoC\_exp, col = colors[1], ci = FALSE, ylab = "Event-free proportion", xlab = "Time in days", las = 1)  
lines(l\_TTD\_SoC\_gamma, col = colors[2], ci = FALSE)  
lines(l\_TTD\_SoC\_gompertz, col = colors[3], ci = FALSE)  
lines(l\_TTD\_SoC\_llogis, col = colors[4], ci = FALSE)  
lines(l\_TTD\_SoC\_lnorm, col = colors[5], ci = FALSE)  
lines(l\_TTD\_SoC\_weibull, col = colors[6], ci = FALSE)  
legend("right",  
 legend = c("exp", "gamma", "gompertz", "llogis", "lnorm", "weibull"),  
 col = colors,  
 lty = 1,  
 bty = "n")
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# Koen says "# Weibull has the best visual and numerical fit" but I don't see what it's visually being compared to in this graph, I will have to learn about this in the C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv folder.  
  
# The time is in years which makes sense, the data you are drawing from is in years so that's what you want to make comparisons to.

# Compare the fit numerically based on the AIC  
(v\_AIC <- c(  
 exp = l\_TTD\_SoC\_exp$AIC,  
 gamma = l\_TTD\_SoC\_gamma$AIC,  
 gompertz = l\_TTD\_SoC\_gompertz$AIC,  
 llogis = l\_TTD\_SoC\_llogis$AIC,  
 lnorm = l\_TTD\_SoC\_lnorm$AIC,  
 weibull = l\_TTD\_SoC\_weibull$AIC  
))

## exp gamma gompertz llogis lnorm weibull   
## 2664.472 2648.915 2648.350 2665.054 2680.234 2646.087

# Weibull has the best visual and numerical fit  
  
# I will have to learn what a good value of AIC is, and, because flexsurvreg provides AIC I will have to see what other numerical measures, such as BIC, it provides.

# 09 Saving the survival parameters for use in the model:

# Saving the survival parameters ----  
  
# The 'flexsurv' package return the coefficients, which need to be transformed for use in the base R functions, but that will be done when the coefficients actually are used, for the time being we will just save the survival parameters from the distribution we decide to use.   
  
# NB, if we are not going with Weibull then we may have to save something specific to the distribution that is not shape or scale - we can look into this if we don't use Weibull.  
  
l\_TTD\_SoC\_weibull

## Call:  
## flexsurvreg(formula = Surv(time, status) ~ 1, data = df\_TTD,   
## dist = "weibull")  
##   
## Estimates:   
## est L95% U95% se   
## shape 1.3530 1.1967 1.5297 0.0847  
## scale 733.3499 656.5785 819.0978 41.3754  
##   
## N = 202, Events: 176, Censored: 26  
## Total time at risk: 124782  
## Log-likelihood = -1321.043, df = 2  
## AIC = 2646.087

# Calling a flexsurvreg parameter like this allows you to see here that Weibull is the shape and the scale, so if we do go with another distribution we can see what it's version of shape and scale are and use these instead.  
  
l\_TTD\_SoC\_weibull$coefficients

## shape scale   
## 0.302343 6.597623

coef\_TTD\_weibull\_shape\_SoC <- l\_TTD\_SoC\_weibull$coefficients["shape"]  
coef\_TTD\_weibull\_scale\_SoC <- l\_TTD\_SoC\_weibull$coefficients["scale"]

**How to extrapolate the parametric models beyond the KM curve**

1 How to deal with time in parametric survival analysis, that is, when I digitise for a certain period of time, how do I convert it to the time period I want to look at in my own analysis? [there may be a clue to this by how they handle time here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv\THE FLEXSURV EXAMPLE CODE EXPLAINED.txt OS\_TimeYears<-AVAL\*(1/12) it looks like they wanted overal survival time in years, and so converted AVAL by 1/12]

2 How to extrapolate the parameteric models beyond the KM curve they came from.

3 What does the flexsurvreg code mean?

Use the below (and above quote section) for digitising, engauge, parametric survival modelling, etc., There is helpful R code on doing this here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\ISPOR WEBINAR Health Economic Modelling in R and I think I should go through all the R code I have with a fine toothcomb to look for further resources in R on how to do this. Because this R code specificaly has: “# 2. SURVIVAL ANALYSIS survival analysis of individual patient data”

Read the below in tangent with:

Cost-Effectiveness Analysis of Regorafenib for Metastatic Colorectal Cancer Daniel A. Goldstein, Bilal B. Ahmad, Qiushi Chen, Turgay Ayer, David H. Howard, Joseph Lipscomb, Bassel F. El-Rayes, and Christopher R. Flowers <https://sci-hub.se/10.1200/JCO.2015.61.9569>

and also this article: Peng, Z., Hou, X., Huang, Y., Xie, T., & Hua, X. (2020). Cost-effectiveness analysis of fruquintinib for metastatic colorectal cancer third-line treatment in China. BMC cancer, 20(1), 1-8. <https://link.springer.com/article/10.1186/s12885-020-07486-w>

and:

Ewara, E. M., Zaric, G. S., Welch, S., & Sarma, S. (2014). Cost-effectiveness of first-line treatments for patients with KRAS wild-type metastatic colorectal cancer. Current Oncology, 21(4), 541-550. <https://sci-hub.st/10.3747/co.21.1837>

Progression Risk and Mortality Progression risks and cause-specific mortalities for each arm were derived from the PFS and OS curves of the corresponding study. Engauge Digitizer16 was used to extract the data points from each PFS and OS plot, and then used to fit parametric survival models. Statistical analyses demonstrated that Weibull and log-logistic models provided a good fit for all curves according to the Akaike information criterion, Schwarz Bayesian criterion,17 and visual inspection (Supplemental Table 1 in the online version). Weibull models permit the hazard rate to increase over time and are thus more suitable for modeling events occurring early during follow-up periods. We therefore selected the Weibull model for all survival curves in this analysis. Next, we estimated the risk for each cycle based on the fitted survival models. In particular, because OS is defined as the period between the start of treatment and death, we computed the cause-specific mortality rates, p1(t), at cycle t based on the fitted Weibull OS model, OS(t), using the formula:

p1ðtÞ ¼ Pðt T t þ 1Þ PðT tÞ ¼ ðOSðtÞ OSðt 1ÞÞ OSðtÞ : (1)

PFS is the period between the start and progression of disease or death. We computed the combined risks p2(t) based on the Weibull PFS model using Formula 1 and computed p2(t) p1(t) as the estimate of the progression risks. Estimates of mortality and progression risk beyond the follow-up time in the clinical trials were extrapolated based on the fitted survival models. The overall mortality was defined according to the maximum value of cause-specific mortality and the background mortality. We use the US life tables to estimate the background mortality for each age group separately.18 **In each run of the model simulation, the initial age was sampled from the distribution of age at diagnosis for mCRC in the Surveillance, Epidemiology, and End Results database since the year 2000. [So, rather than picking a starting age, it looks like they randomly sampled an age for competing background mortality].**

Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., … & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. *Clinical colorectal cancer*, *13*(4), 219-225.

I discussed parametric survival analysis with Andy here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A1\_Advanced Markov Modelling\A1.3 Practical exercise R

**[So, I think my takeway is that I need to do digitising and maybe parametric survival analysis on some existing published data - per C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Parametric Survival Analysis and the rest of my York training material THEN I’ll need to include Age specific all cause mortality per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH because I don’t have my own clinical data, these are both good sources to consider seeing as they also didnt have their own data, I’ll also have to think about the age of the cohort if I include competing mortality, as below:].**

**All done below:**

*“Starting age of the cohort was 60 years, which is the median age of incident breast cancer cases as reported by The Netherlands Cancer Registration [28].” per: Kip, M., Monteban, H., & Steuten, L. (2015). Long-term cost–effectiveness of Oncotype DX® versus current clinical practice from a Dutch cost perspective. Journal of comparative effectiveness research, 4(5), 433-445. C:/Users/Jonathan/Dropbox/PC/Downloads/kip2015%20(1).pdf*

*“Nonbreast cancer death was captured as a competing risk in the model. These data were derived from The Netherlands Cancer Registration and based on Dutch female life tables for 2007–2009 [28,33]. Kip, M., Monteban, H., & Steuten, L. (2015). Long-term cost–effectiveness of Oncotype DX® versus current clinical practice from a Dutch cost perspective. Journal of comparative effectiveness research, 4(5), 433-445.”* [*file:///C:/Users/Jonathan/Dropbox/PC/Downloads/kip2015%20(1).pdf*](file:///C:/Users/Jonathan/Dropbox/PC/Downloads/kip2015%20(1).pdf)

*Patients had a starting age of 56 years Salem, A., Men, P., Ramos, M., Zhang, Y. J., Ustyugova, A., & Lamotte, M. (2021). Cost–effectiveness analysis of empagliflozin compared with glimepiride in patients with Type 2 diabetes in China. Journal of Comparative Effectiveness Research, 10(6), 469-480.*

#### Utility Estimates

To present health outcomes in terms of QALYS, we adjusted survival time by quality of life using a Health Related Quality of Life (HR-QOL) score on a 0-1 utility scale. The quality of life utilities of a cycle spent in each of the model health states has been estimated to be 0.85 for the first line health state, and 0.65 for the second line health state in the published literature on quality of life utility of patients with mCRC without complications (Ramsey et al. 2000) FIND NEW UTILITIES ELSEWHERE [We want to be clear, per Craig, D., McDaid, C., Fonseca, T., Stock, C., Duffy, S., & Woolacott, N. (2009). Are adverse effects incorporated in economic models? An initial review of current practice. *Health Technology Assessment (Winchester, England)*, *13*(62), 1-71., that our utilities come from patients without adverse events, otherwise the disutilty of these adverse events have already been counted, so we want utility before any adverse events occur, and then we can decrease this with disutility for these adverse events per the studies AND MAYBE EXPLAIN MY PLAN WITH KATHLEEN HERE TO GET COUNTRY SPECIFIC UTILITY VALUES]. We assumed in the model that utility was only related to health state, and not to therapy.

#### Probability of Adverse events:

We established the probability of Grade 3 and 4 adverse events (AEs) from the trials used for the models.15,20 Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., … & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. *Clinical colorectal cancer*, *13*(4), 219-225.

To do this, they basically went to the studies by:

Capitain et al, 2012

Hochster et al, 2008

Bennouna et al, 2013

And went to the tables on “Incidence of Grade X and Grade Y Adverse Events”, and took the percentages reported in these studies to use in their own table under “Adverse Event Incidence”

Then, according to: [[https://en.wikipedia.org/wiki/Incidence\_(epidemiology](https://en.wikipedia.org/wiki/Incidence\_(epidemiology))](https://en.wikipedia.org/wiki/Incidence_(epidemiology)) because we have explicitly an “incidence” we are allowed use this as a probability in our analysis, so, having filled in the “Adverse Event Incidence” section in our Table on model parameters like they do, we can then use these “incidence” values as probabilities.

Remember that Leukopenia = Febrile Neutropenia.

Adverse events were added as a health state in the Markov model, per (Nebuloni et al. 2013) (Goulart and Ramsey 2011a). The probability, and disutility, of Grade 3/4 adverse events (AEs) was informed by the literature (Hochster et al. 2008) (Aballéa et al. 2007). [PROBABBILITY:Leukopenia = 0.040 Diarrhea = 0.310 Vomiting = 0.310, –> POTENTIALLY I SHOULD TAKE THE PROBABILITIES UNDER BVZ FOR AE’S FROM HERE TOO AND USE THEM IN THE MODEL. DISUTILITY:Leukopenia = 45% LOWER PFS UTILITY Diarrhea = 36% LOWER PFS UTILITY Vomiting = 19% LOWER PFS UTILITY]. Duration-adjusted disutility was subtracted from the baseline utility to calculate the overall utility of each health state, we assumed the duration of each adverse event was 7 days, and that treatment-induced complications are mutually exclusive (Goldstein, Ahmad, et al. 2015) (Refaat et al. 2014).

*AEs can reduce patients’ utility so we applied disutility estimates for these temporary health states to each major AE based on data from Aballea at al.21 These included febrile neutropenia, vomiting, and diarrhea. We assumed the duration of each AE was 5 days. For each AE, the average disutility was weighted by the incidence reported in the clinical study.*

*Disutilities associated with adverse events (AEs), including fatigue, hand-foot syndrome, diarrhea, and hypertension, were obtained from published data in the literature13. The duration of AEs was estimated based on Expert Consultation. From the opinions of many doctors in China, regardless of patients in the arm of fruquintinib or regorafenib, hand-foot syndrome would last for 14 days and the disutility was 0.116. Hypertension would last for five days and the disutility was 0. Diarrhea would last for five days and the disutility was 0.1038 . The duration-adjusted disutility was subtracted from the baseline utility to calculate the overall utility of each health state.*

Baseline quality of life utility of Chinese patients with T2D without complications was 0.876 [[**19**](https://www.futuremedicine.com/reader/content/17e4aa15614/10.2217/cer-2020-0284/format/epub/EPUB/xhtml/index.xhtml#B19)] and BMI-related disutility applied per BMI point increase was 0.0061 [[**20**](https://www.futuremedicine.com/reader/content/17e4aa15614/10.2217/cer-2020-0284/format/epub/EPUB/xhtml/index.xhtml#B20)]. For acute events, a disutility was subtracted from the base utility, leading to a final utility score recorded for the patient experiencing the event. In case, a patient suffered different multiple events (e.g., a myocardial infarction [MI] and a stroke), the model followed the minimum approach, recording the utility value of the health state with the lowest individual score, while still applying a disutility related to adverse events. The full list of utilities and disutilities can be retrieved from [**Supplementary Table 2**](https://www.futuremedicine.com/doi/suppl/10.2217/cer-2020-0284).

Salem, A., Men, P., Ramos, M., Zhang, Y. J., Ustyugova, A., & Lamotte, M. (2021). Cost–effectiveness analysis of empagliflozin compared with glimepiride in patients with Type 2 diabetes in China. Journal of Comparative Effectiveness Research, 10(6), 469-480.

*If a patient suffered multiple adverse events, I think they just applied the disutility that was the worst to their baseline utility, rather than trying to combine disutilities - which would probably be messy.*

*We assumed that treatment-induced complications—grade 3 or 4—are mutually exclusive—a patient can have only 1 complication at a time*

*Refaat, T., Choi, M., Gaber, G., Kiel, K., Mehta, M., Gradishar, W., & Small Jr, W. (2014). Markov model and cost-effectiveness analysis of bevacizumab in HER2-negative metastatic breast cancer. American journal of clinical oncology, 37(5), 480-485.* [*https://sci-hub.se/10.1097/COC.0b013e31827e4e9a*](https://sci-hub.se/10.1097/COC.0b013e31827e4e9a)

*This is an alternative approach that may be cleaner, assume patients can only have one adverse event per cycle, and that way you don’t have to find out which is worse and apply that one.*

*Lots of adverse events in studies to consider here:*

*“The frequencies of occurrence of AEFIs were expressed through probabilities, incidence, rates, or relative risk mentioned in 35 of the included studies [27–34,36,38– 46,49,51,52,55–57,59,61,63,64,68,72,73,75–78].”*

*- Fens, T., de Boer, P. T., van Puijenbroek, E. P., & Postma, M. J. (2021). Inclusion of Safety-Related Issues in Economic Evaluations for Seasonal Influenza Vaccines: A Systematic Review. Vaccines 2021, 9, 111.*

[*https://sci-hub.se/10.3390/vaccines9020111*](https://sci-hub.se/10.3390/vaccines9020111)

###### *Adverse Events Occurring:*

If I’m made to include adverse events for second line therapy, which I don’t think is necessary as second line therapy is the same for everyone, information on the incidence of adverse events is here for Folfiri on it’s own, or in combination with Bevacizumab: Wong, W. W., Zargar, M., Berry, S. R., Ko, Y. J., Riesco-Martínez, M., & Chan, K. K. W. (2019). Cost-effectiveness analysis of selective first-line use of biologics for unresectable RAS wild-type left-sided metastatic colorectal cancer. Current Oncology, 26(5), 597-609. <file:///C:/Users/Jonathan/Dropbox/Grammarly%20files/curroncol-26-04843.pdf>

*Have a look at my emails to Kathleen and Daniel re: Adverse events, utilities during adverse events, etc.,*

*“The frequencies of occurrence of AEFIs were expressed through probabilities, incidence, rates, or relative risk mentioned in 35 of the included studies [27–34,36,38– 46,49,51,52,55–57,59,61,63,64,68,72,73,75–78].”*

*- Per:*

*Fens, T., de Boer, P. T., van Puijenbroek, E. P., & Postma, M. J. (2021). Inclusion of Safety-Related Issues in Economic Evaluations for Seasonal Influenza Vaccines: A Systematic Review. Vaccines 2021, 9, 111.*

[*https://sci-hub.se/10.3390/vaccines9020111*](https://sci-hub.se/10.3390/vaccines9020111)

To convert reported incidence rates to probabilities read:

<https://sphweb.bumc.bu.edu/otlt/mph-modules/ep/ep713_diseasefrequency/EP713_DiseaseFrequency5.html>

Also saved here:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A1\_Advanced Markov Modelling\A1.1.3 Key concepts in time-dependent transition probabilities\Relationship of Incidence Rate to Cumulative Incidence (Risk).pdf

The HERC Material here:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\HERC Cost Effectiveness Analysis Course\Estimating Transition Probabilities

Probability converting is here per the York course:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A1\_Advanced Markov Modelling\A1.1.3 Key concepts in time-dependent transition probabilities\notes

This may also be helpful

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Foundation Course\F2\_Decision Trees\F2.1.2 Probabilities & conditioning\Probabilities and Conditioning Notes

*These guys add adverse events as a State in the Markov model, so I could probably just do that:*

*Nebuloni, D. R., Mak, M. P., Souza, F. H., Saragiotto, D. F., Júlio, T., De Castro Jr, G., … & Hoff, P. M. (2013). Modified FLOX as first-line chemotherapy for metastatic colorectal cancer patients in the public health system in Brazil: Effectiveness and cost-utility analysis. Molecular and Clinical Oncology, 1(1), 175-179.* [*https://sci-hub.st/10.3892/mco.2012.12*](https://sci-hub.st/10.3892/mco.2012.12)

*Goulart, B., & Ramsey, S. (2011). A trial-based assessment of the cost-utility of bevacizumab and chemotherapy versus chemotherapy alone for advanced non-small cell lung cancer. Value in Health, 14(6), 836-845.* [*<https://sci-hub.se/10.1016/j.jval.2011.04.004>*](https://sci-hub.se/10.1016/j.jval.2011.04.004)

*The duration-adjusted disutility was subtracted from the baseline utility to calculate the overall utility of each health state.*

*Cost-Effectiveness Analysis of Regorafenib for Metastatic Colorectal Cancer Daniel A. Goldstein, Bilal B. Ahmad, Qiushi Chen, Turgay Ayer, David H. Howard, Joseph Lipscomb, Bassel F. El-Rayes, and Christopher R. Flowers* [*https://sci-hub.se/10.1200/JCO.2015.61.9569*](https://sci-hub.se/10.1200/JCO.2015.61.9569)

*Progression Risk and Mortality Progression risks and cause-specific mortalitie*

###### Range around things:

The below, and most of Table 4 in Goldstein, Daniel A., Qiushi Chen, Turgay Ayer, David H. Howard, Joseph Lipscomb, R. Donald Harvey, Bassel F. El-Rayes, and Christopher R. Flowers. 2014. “Cost Effectiveness Analysis of Pharmacokinetically-Guided 5-Fluorouracil in FOLFOX Chemotherapy for Metastatic Colorectal Cancer.” Clinical Colorectal Cancer 13 (4): 219–25. [<https://doi.org/10.1016/j.clcc.2014.09.007.>](https://doi.org/10.1016/j.clcc.2014.09.007.)

seems to suggest I can determine my upper and lower limit simply as 20% of my point estimate, most, if not all, of the time. Also, Goldstein take the 20% approach and apply this to the Beta distribution for utilities, so it must be possible to apply to both the Beta distribution and the normal distribution application I saw in the study from Eygpt.

“All model inputs were varied 20% below and above the base case for costs, and confidence intervals or standard errors extracted from published sources were used for the probabilities, adverse events, and utilities (Table 1).”

The transition probabilities had a max of 20% over the point estimate, a min of 20% under the point estimate, and a Gamma distribution for transition probabilities.

- Per: Hamdy Elsisi, G., Nada, Y., Rashad, N., & Carapinha, J. (2019). Cost-effectiveness of sorafenib versus best supportive care in advanced hepatocellular carcinoma in Egypt. Journal of Medical Economics, 22(2), 163-168. [<https://www-tandfonline-com.proxy.library.rcsi.ie/doi/pdf/10.1080/13696998.2018.1552432>](https://www-tandfonline-com.proxy.library.rcsi.ie/doi/pdf/10.1080/13696998.2018.1552432)

The below takes the max and min as 20% of the mean for costs, utility, applying a gamma and beta distribution respectively (negative beta for disutilities that were negative percentages). For the discount factor it looks like they just took a minimum of no discount factor and a maximum of 5% and applied a uniform distribution.

Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., … & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. *Clinical colorectal cancer*, *13*(4), 219-225.

***I like that Goldstein et al., report the actual distribution they derived from their Value, Minimum and Maximum, I think I’ll review the other papers by Goldstein and co-authors to see if they repeat that elsewhere, as it supports checking your methods against their own.***

Transition probabilities used in the analysis

The transition probabilities, had a min 20% below the base case value and a max 20% above this.

Wu, Q., Wang, X., Zhang, M., Liao, W., Wang, F., & Li, Q. (2020). Cost-effectiveness analysis of bevacizumab plus paclitaxel versus bevacizumab plus capecitabine for HER2-negative locally recurrent or metastatic breast cancer. Oncology Research and Treatment, 43(4), 153-159. [<https://www.karger.com/Article/Pdf/505932>](https://www.karger.com/Article/Pdf/505932)

20% costs variation here: Sharp, L., Tilson, L., Whyte, S., O’Ceilleachair, A., Walsh, C., Usher, C., … & Comber, H. (2012). Cost-effectiveness of population-based screening for colorectal cancer: a comparison of guaiac-based faecal occult blood testing, faecal immunochemical testing and flexible sigmoidoscopy. British journal of cancer, 106(5), 805-816. <https://www.nature.com/articles/bjc2011580.pdf>

20% costs variability Goulart, B., & Ramsey, S. (2011). A trial-based assessment of the cost-utility of bevacizumab and chemotherapy versus chemotherapy alone for advanced non-small cell lung cancer. *Value in Health*, *14*(6), 836-845.

**Costing Data in Spain:**

Rivera, F., Valladares, M., Gea, S., & López-Martínez, N. (2017). Cost-effectiveness analysis in the Spanish setting of the PEAK trial of panitumumab plus mFOLFOX6 compared with bevacizumab plus mFOLFOX6 for first-line treatment of patients with wild-type RAS metastatic colorectal cancer. Journal of Medical Economics, 20(6), 574-584. <https://sci-hub.st/10.1080/13696998.2017.1285780>

#### Sensitivity Analysis

I should do this in tangent with the two papers using 20%.

{# {r setup, include=FALSE} # knitr::opts\_chunk$set(echo = TRUE, warning = FALSE, message = FALSE, eval = T) # # To knit this document every time it is run, you can change `eval` to `TRUE` in the above.

# rm(list = ls())   
# clear memory (removes all the variables from the work space)

# 01 Load packages

{# {r} # if (!require('pacman')) install.packages('pacman'); library(pacman) # # use this package to conveniently install other packages # # load (install if required) packages from CRAN # p\_load("diagram", "dampack", "reshape2") # # library(devtools) # devtools is necessary to install from github. # # install\_github("DARTH-git/darthtools", force = TRUE) # Uncomment if there is a newer version # p\_load\_gh("DARTH-git/darthtools")

# 02 Load functions

# all functions are in the darthtools package  
  
# There is a functions RMD for the PSA stuff below, instead of calling it in: ## 08.2 Load PFS-PFSer Markov model function, I could just place it here, and place all the necessary packages above and then I would only ever need 1 R Markdown document for the entire study. Will think about doing this.

# To use dampack, review this before you start:

<https://cran.r-project.org/web/packages/dampack/vignettes/basic_cea.html>

<https://cran.r-project.org/web/packages/dampack/vignettes/dsa_generation.html>

<https://cran.r-project.org/web/packages/dampack/vignettes/psa_generation.html>

<https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html>

<https://cran.r-project.org/web/packages/dampack/vignettes/voi.html>

<https://cran.r-project.org/web/packages/dampack/dampack.pdf>

<https://syzoekao.github.io/CEAutil/#43_one-way_sensitivity_analysis>

<https://hesim-dev.github.io/hesim/articles/cea.html>

also saved as pdf files here:

C:- Royal College of Surgeons in IrelandCode\_Model

And:

“An Introductory Tutorial on Cohort State-Transition Models in R Using a Cost-Effectiveness Analysis” <https://arxiv.org/pdf/2001.07824.pdf> [also saved here: C:- Royal College of Surgeons in IrelandCode\_ModelIntroductory Tutorial on Cohort StateTransition.pdf]

The dampack package was based on the following textbook:

<file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/R%20Code/GitHub/COLOSSUS_Model/(Cambridge%20medicine)%20Hunink,%20M.%20G.%20Myriam_Weinstein,%20Milton%20C%20-%20Decision%20making%20in%20health%20and%20medicine_%20integrating%20evidence%20and%20values.pdf>

If I find any parts of the package confusing I can email:

Maintainer: Greg Knowlton <knowl193@umn.edu>

The official website is here: <https://cran.r-project.org/web/packages/dampack/>

IT’S ALSO VERY IMPORTANT TO CONSIDER WHAT BEARING THE INCLUSION OF ADDITIONAL MARKOV BUBBLES WILL HAVE ON THE FUNCTIONS USED HERE, WHICH ASSUMEDLY WERE BUILT WITH A 3 STATE MODEL IN MIND, AND NOW WE HAVE ADDITIONAL TUNNEL STATES.

# 03 Input model parameters

Great utility values for first and second line treatment and adverse events here: Cost-effectiveness analysis of selective first-line use of biologics for unresectable RAS wild-type left-sided metastatic colorectal cancer saved here: <file:///C:/Users/Jonathan/Dropbox/Grammarly%20files/curroncol-26-04843.pdf>

## General setup  
  
  
# Why ordering, V\_names\_states v\_tc\_SoC, v\_tc\_Exp, v\_tu\_SoC and v\_tu\_Exp matters:  
  
# The ordering of V\_names\_states has an influence on the tornado diagram and the reported cost-effectiveness results.  
  
# So, I need to ensure I correctly order V\_names\_states all the way through from the start.  
  
# m\_P\_Exp and m\_P\_SoC both use v\_names\_states to set up the names of the rows and columns of their matrices.   
  
# As does m\_M\_SoC and m\_M\_Exp.  
  
# Then m\_M\_SoC and m\_M\_Exp use the row column names to fill in the 100% of the cohort (or 1) in PFS and the 0% of the cohort in AE1, AE2, AE3, OS and DEAD in wave 1. m\_P\_Exp and m\_P\_SoC also both use the row and column names to fill in the transition probabilities between PFS and OS, etc.,  
  
# Then m\_M\_SoC and m\_M\_Exp are matrix multiplied by m\_P\_Exp and m\_P\_SoC:  
  
# for(i\_cycle in 1:(n\_cycle-1)) {  
# m\_M\_SoC[i\_cycle + 1, ] <- m\_M\_SoC[i\_cycle, ] %\*% m\_P\_SoC[ , , i\_cycle]  
# m\_M\_Exp[i\_cycle + 1, ] <- m\_M\_Exp[i\_cycle, ] %\*% m\_P\_Exp[ , , i\_cycle]  
# }  
  
# The way this matrix multiplication works is that the value in box 1 for m\_M\_SoC is multiplied by the value in box 1 for m\_P\_SoC and so on. If box 1 for m\_M\_SoC and m\_P\_SoC is the 1 (i.e. 100% of people in the PFS state when this all starts), multiplied by the PFS state probabilities, i.e., the probability of going from the PFS state into other states like so:  
  
# PFS AE1 AE2 AE3 OS Dead  
# PFS 0.974925 0.0194985 0.0194985 0.0194985 0.005074995 0.020000000  
  
# Then things will multiply correctly and we're multiplying PFS transition probabilities by the 100% of the cohort in the PFS state.   
  
# Even, if ordering v\_names\_states <- c("PFS", "AE1", "AE2", "AE3", "OS", "Dead") is not in the order as above, i.e., v\_names\_states <- c("OS", "AE1", "AE2", "AE3", "PFS", "Dead") , then the m\_M\_SoC will have 0, 0, 0, 0, 1, 0, because everyone still starts in the PFS state, and m\_P\_SoC will have "OS", "AE1", "AE2", "AE3", "PFS", "Dead", with the right probabilities put in the right spots, so when you matrix multiply it things will multiply out fine.  
  
# However, this is not the case for ordering costs and utilities:   
  
  
# v\_tc\_SoC <- m\_M\_SoC %\*% c(c\_F\_SoC, c\_AE1, c\_AE2, c\_AE3, c\_P, c\_D)  
# v\_tc\_Exp <- m\_M\_Exp %\*% c(c\_F\_Exp, c\_AE1, c\_AE2, c\_AE3, c\_P, c\_D)  
  
  
# v\_tu\_SoC <- m\_M\_SoC %\*% c(u\_F, u\_AE1, u\_AE2, u\_AE3, u\_P, u\_D)  
# v\_tu\_Exp <- m\_M\_Exp %\*% c(u\_F, u\_AE1, u\_AE2, u\_AE3, u\_P, u\_D)  
  
# As you can see, in both cases the ordering is set manually by how we enter things in the concatenated brackets, so in the case above where ordering v\_names\_states <- c("PFS", "AE1", "AE2", "AE3", "OS", "Dead") is ordered differently, i.e., v\_names\_states <- c("OS", "AE1", "AE2", "AE3", "PFS", "Dead") when we matrix multiply costs and utilities by m\_M\_SoC and m\_M\_Exp above we will be multiplying the utility of being in the progression free state u\_F by the matrix of individuals in the OS state, which will clearly be a smaller number of individuals in the first few waves, and multiplying the utility of the OS state (u\_P) by the larger number of individuals actually in the PFS state <- c("OS", "AE1", "AE2", "AE3", "PFS", "Dead"). We'll be doing the same thing with costs. What this will mean is more people getting the OS costs and OS utility and fewer people getting the PFS costs and the PFS utility, which will in turn have consequences for the cost-effectiveness analysis results with more OS costs and more OS utility being considered in the equation that compares costs and utilities.  
  
# I've confirmed all of the things I say about by changing the ordering first of v\_names\_states, and then of the cost and utility concatenations. Changing the ordering of v\_names\_states did nothing to the CEA results or Tornado diagram provided I changed the ordering of utilities and costs to match this, changing the ordering of utilities and costs changed both unless I changed them to be in an order that matched the changed ordering of v\_names\_states.  
  
  
  
  
  
  
# At the bottom of the parametric survival code I think about how time from individual patient data may be changed to match the time of our cycles.  
  
# I think the digitiser will give me the time in the context of the survival curves I am digitising, i.e., time in weeks, or time in months or time in years.  
  
# Then I will have to set-up my time accordingly in the R code so that my cycle length is at the same level as the individual patient data.  
  
# That is, in Koen's example:  
  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\ISPOR WEBINAR Health Economic Modelling in R\ISPOR\_webinar\_R-master  
  
# the data includes a column for the time (in years)  
# t\_cycle <- 1/4 # cycle length of 3 months (in years) # n\_cycle <- 60 # number of cycles (total runtime 15 years)  
   
  
# So I would have my colum for time, in the [TIME] the graph I was digitising used.  
# Then I would create my cycle length of X weeks (in [TIME] the graph I was digitising used)  
# Then I would have my number of cycles that would add up to give me a total runtime of how long I want to run the model for.  
# So, above Koen wanted to run the model for 15 years, but his cycles were in 3 months, or each cycle was a quarter of a year, so 60 quarters, or 60 3 month cycles, is 15 years.  
  
# REALISE HERE THEAT P\_PD ISNT THE PROBABILITY OF PROGRESSION TO DEAD, BUT OF PFS TO DEAD, OF FIRST LINE TO DEAD, BECAUSE OUR APD CURVES ONLY EVER DESCRIBE FIRST LINE TREATMENT, BE THAT FIRST LINE SOC TREATMENT OR FIRST LINE EXP TREATMENT.  
  
# Here we define all our model parameters, so that we can call on these parameters later during our model:  
  
t\_cycle <- 14 # cycle length of 2 weeks (in [[days]] - this is assuming the survival curves I am digitising will be in [[days]] if they are in another period I will have to represent my cycle length in that period instead).   
n\_cycle <- 143   
# We set the number of cycles to 143 to reflect 2,000 days from the Angiopredict study (5 Years, 5 Months, 3 Weeks, 1 Day) broken down into fortnightly cycles  
v\_names\_cycles <- paste("cycle", 0:n\_cycle)   
# So here, we just name each cycle by the cycle its on, going from 0 up to the number of cycles there are, here 67  
v\_names\_states <- c("PFS", "OS", "Dead")   
# These are the health states in our model, PFS, Adverse Event 1, Adverse Event 2, Adverse Event 3, OS, Death.  
n\_states <- length(v\_names\_states)   
# We're just taking the number of health states from the number of names we came up with, i.e. the number of names to reflect the number of health states   
  
# Strategy names  
v\_names\_strats <- c("Standard of Care",   
 "Experimental Treatment")  
 # store the strategy names  
n\_str <- length(v\_names\_strats)   
# number of strategies  
  
  
  
# TRANSITION PROBABILITIES: Time-To-Transition - TTP:  
  
  
# Time-dependent transition probabilities are obtained in four steps  
# 1) Defining the cycle times  
# 2) Obtaining the event-free (i.e. survival) probabilities for the cycle times for SoC  
# 3) Obtaining the event-free (i.e. survival) probabilities for the cycle times for Exp based on a hazard ratio  
# 4) Obtaining the time-dependent transition probabilities from the event-free (i.e. survival) probabilities  
  
# 1) Defining the cycle times  
(t <- seq(from = 0, by = t\_cycle, length.out = n\_cycle + 1))

## [1] 0 14 28 42 56 70 84 98 112 126 140 154 168 182 196  
## [16] 210 224 238 252 266 280 294 308 322 336 350 364 378 392 406  
## [31] 420 434 448 462 476 490 504 518 532 546 560 574 588 602 616  
## [46] 630 644 658 672 686 700 714 728 742 756 770 784 798 812 826  
## [61] 840 854 868 882 896 910 924 938 952 966 980 994 1008 1022 1036  
## [76] 1050 1064 1078 1092 1106 1120 1134 1148 1162 1176 1190 1204 1218 1232 1246  
## [91] 1260 1274 1288 1302 1316 1330 1344 1358 1372 1386 1400 1414 1428 1442 1456  
## [106] 1470 1484 1498 1512 1526 1540 1554 1568 1582 1596 1610 1624 1638 1652 1666  
## [121] 1680 1694 1708 1722 1736 1750 1764 1778 1792 1806 1820 1834 1848 1862 1876  
## [136] 1890 1904 1918 1932 1946 1960 1974 1988 2002

# I think here we're saying, at each cycle how many of the time periods our individual patient data is measured at have passed? Here our individual patient data is in days, so we have 0 in cycle 0, 14 (or two weeks) in cycle 1, and so on.  
  
# Having established that allows us to obtain the transition probabilities for the time we are interested in for our cycles from this different period individual patient data, so where the individual patient data is in days and our cycles are in fortnight or half months, this allows us to obtain transition probabilities for these fortnights.  
  
# 2) Obtaining the event-free (i.e. survival) probabilities for the cycle times for SoC  
# S\_FP\_SoC - survival of progression free to progression, i.e. not going to progression, i.e. staying in progression free.  
# Note that the coefficients [that we took from flexsurvreg earlier] need to be transformed to obtain the parameters that the base R function uses  
  
  
S\_FP\_SoC <- pweibull(  
 q = t,   
 shape = exp(coef\_weibull\_shape\_SoC),   
 scale = exp(coef\_weibull\_scale\_SoC),   
 lower.tail = FALSE  
)  
  
head(cbind(t, S\_FP\_SoC))

## t S\_FP\_SoC  
## [1,] 0 1.0000000  
## [2,] 14 0.9851528  
## [3,] 28 0.9615106  
## [4,] 42 0.9333186  
## [5,] 56 0.9021389  
## [6,] 70 0.8689305

# t S\_FP\_SoC  
# [1,] 0.0 1.0000000  
# [2,] 0.5 0.9948214  
# [3,] 1.0 0.9770661  
# [4,] 1.5 0.9458256  
# [5,] 2.0 0.9015175  
# [6,] 2.5 0.8454597  
  
  
# Having the above header shows that this is probability for surviving in the F->P state, i.e., staying in this state, because you can see in time 0 100% of people are in this state, meaning 100% of people hadnt progressed and were in PFS, if this was instead about the progressed state (i.e. OS), there should be no-one in this state when the model starts, as everyone starts in the PFS state, and it takes a while for people to reach the OS state.  
  
  
# 3) Obtaining the event-free (i.e. survival) probabilities for the cycle times for Experimental treatment (aka the novel therapy) based on a hazard ratio.  
# So here we basically have a hazard ratio for the novel therapy that says you do X much better under the novel therapy than under standard of care, and we want to apply it to standard of care from our individual patient data to see how much improved things would be under the novel therapy.  
# (NB - if we ultimately decide not to use a hazard ratio, I could probably just create my transition probabilities for the experimental therapy from individual patient data that I have digitised from patients under this novel therapy).  
# Here our hazard ratio is 0.6, I can change that for our hazard ratio.  
# - note that S(t) = exp(-H(t)) and, hence, H(t) = -ln(S(t))  
# that is, the survival function is the expoential of the negative hazard function, per:  
# https://faculty.washington.edu/yenchic/18W\_425/Lec5\_survival.pdf  
# and:   
# https://web.stanford.edu/~lutian/coursepdf/unit1.pdf  
# Also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv  
# And to multiply by the hazard ratio it's necessary to convert the survivor function into the hazard function, multiply by the hazard ratio, and then convert back to the survivor function, and then these survivor functions are used for the probabilities.  
HR\_FP\_Exp <- 0.68  
H\_FP\_SoC <- -log(S\_FP\_SoC)  
H\_FP\_Exp <- H\_FP\_SoC \* HR\_FP\_Exp  
S\_FP\_Exp <- exp(-H\_FP\_Exp)  
  
head(cbind(t, S\_FP\_SoC, H\_FP\_SoC, H\_FP\_Exp, S\_FP\_Exp))

## t S\_FP\_SoC H\_FP\_SoC H\_FP\_Exp S\_FP\_Exp  
## [1,] 0 1.0000000 0.00000000 0.00000000 1.0000000  
## [2,] 14 0.9851528 0.01495856 0.01017182 0.9898797  
## [3,] 28 0.9615106 0.03924965 0.02668976 0.9736633  
## [4,] 42 0.9333186 0.06900863 0.04692587 0.9541581  
## [5,] 56 0.9021389 0.10298683 0.07003104 0.9323649  
## [6,] 70 0.8689305 0.14049218 0.09553468 0.9088868

head(cbind(t, S\_FP\_SoC, H\_FP\_SoC))

## t S\_FP\_SoC H\_FP\_SoC  
## [1,] 0 1.0000000 0.00000000  
## [2,] 14 0.9851528 0.01495856  
## [3,] 28 0.9615106 0.03924965  
## [4,] 42 0.9333186 0.06900863  
## [5,] 56 0.9021389 0.10298683  
## [6,] 70 0.8689305 0.14049218

# I want to vary my probabilities for the one-way sensitivity analysis, particularly for the tornado plot of the deterministic sensitivity analysis.   
   
 # The problem here is that df\_params\_OWSA doesnt like the fact that a different probability for each cycle (from the time-dependent transition probabilities) gives 122 rows (because there are 60 cycles, two treatment strategies and a probability for each cycle). It wants the same number of rows as there are probabilities, i.e., it would prefer a probability of say 0.50 and then a max and a min around that.  
   
 # To address this, I think I can apply this mean, max and min to the hazard ratios instead, knowing that when run\_owsa\_det is run in the sensitivity analysis it calls this function to run and in this function the hazard ratios generate the survivor function, and then these survivor functions are used to generate the probabilities (which will be cycle dependent).  
   
 # This is fine for the hazard ratio for the experimental strategy, I can just take:  
   
 # HR\_FP\_Exp as my mean, and:  
   
 # Minimum\_HR\_FP\_Exp <- HR\_FP\_Exp - 0.20\*HR\_FP\_Exp  
 # Maximum\_HR\_FP\_Exp <- HR\_FP\_Exp + 0.20\*HR\_FP\_Exp  
   
 # For min and max.  
   
 # For standard of care there was no hazard ratio, because we took these values from the survival curves directly, and didnt vary them by a hazard ratio, like we do above.  
   
 # To address this, I create a hazard ratio that is exactly one.  
   
 # hazard ratio  
  
 # A measure of how often a particular event happens in one group compared to how often it happens in another group, over time. In cancer research, hazard ratios are often used in clinical trials to measure survival at any point in time in a group of patients who have been given a specific treatment compared to a control group given another treatment or a placebo. A hazard ratio of one means that there is no difference in survival between the two groups. A hazard ratio of greater than one or less than one means that survival was better in one of the groups. https://www.cancer.gov/publications/dictionaries/cancer-terms/def/hazard-ratio  
  
 # Thus, I can have a hazard ratio where the baseline value of it gives you the survival curves, and thus the probabilities, from the actual survival curves we are drawing from, and where the min and max will be 1 +/- 0.20, which will give us probabilities that are 20% higher or lower than the probabilities from the actual survival curves that we are drawing from in the parametric survival analysis to get transitions under standard of care.  
   
 # To do this, I just have to add a hazard ratio to the code that creates the transition probabilities under standard of care as below, then I can add that hazard ratio, and it's max and min, to the deterministic sensitivity analysis and vary all the probabilities by 20%.  
   
  
 # So here we basically have a hazard ratio that is equal to 1, so it leaves things unchanged for patients, and we want to apply it to standard of care from our individual patient data to leave things unchanged in this function, but allow things to change in the sensitivity analysis.  
   
 # Here our hazard ratio is 1, things are unchanged.  
  
# So, first we create our hazard ratio == 1  
HR\_FP\_SoC <- 1  
  
# (I'm creating the below as new parameters, i.e. putting "nu" infront of them, in case keeping the name the same causes a problem for when I want to use them in the deterministic sensivity analysis, i.e., if I generate a parameter from itself - say var\_name = var\_name exactly, then there may be some way in which R handles code that won't let this work, or will take one parameter before the other, or something and stop the model from executing correctly).  
  
# Then, we create our hazard function for SoC:  
NU\_S\_FP\_SoC <- S\_FP\_SoC  
NU\_H\_FP\_SoC <- -log(NU\_S\_FP\_SoC)  
# Then, we multiply this hazard function by our hazard ratio, which is just 1, but which gives us the opportunity to apply a hazard ratio to standard of care in our code and thus to have a hazard ratio for standard of care for our one way deterministic sensitivity analysis and tornado diagram.  
NUnu\_H\_FP\_SoC <- NU\_H\_FP\_SoC \* HR\_FP\_SoC  
# Again, I was worried that with overlap when creating parameters I would have a problem with the deterministic sensivity analysis so I call it NU again to make it a "new" parameter again.  
NU\_S\_FP\_SoC <- exp(-NUnu\_H\_FP\_SoC)  
  
head(cbind(t, NU\_S\_FP\_SoC, NUnu\_H\_FP\_SoC))

## t NU\_S\_FP\_SoC NUnu\_H\_FP\_SoC  
## [1,] 0 1.0000000 0.00000000  
## [2,] 14 0.9851528 0.01495856  
## [3,] 28 0.9615106 0.03924965  
## [4,] 42 0.9333186 0.06900863  
## [5,] 56 0.9021389 0.10298683  
## [6,] 70 0.8689305 0.14049218

# NU\_H\_FP\_SoC <- -log(NU\_S\_FP\_SoC)  
# # Then, we multiply this hazard function by our hazard ratio, which is just 1, but which gives us the opportunity to apply a hazard ratio to standard of care in our code and thus to have a hazard ratio for standard of care for our one way deterministic sensitivity analysis and tornado diagram.  
# NU\_H\_FP\_SoC <- NU\_H\_FP\_SoC \* HR\_FP\_SoC  
# #   
# NU\_S\_FP\_SoC <- exp(-NU\_H\_FP\_SoC)  
#   
# head(cbind(t, NU\_S\_FP\_SoC, NU\_H\_FP\_SoC))  
  
  
  
  
  
  
  
  
  
  
  
  
# 4) Obtaining the time-dependent transition probabilities from the event-free (i.e. survival) probabilities  
  
# Now we can take the probability of being in the PFS state at each of our cycles, as created above, from 100% (i.e. from 1) in order to get the probability of NOT being in the PFS state, i.e. in order to get the probability of moving into the progressed state, or the OS state.  
   
p\_PFSOS\_SoC <- p\_PFSOS\_Exp <- rep(NA, n\_cycle)  
  
# First we make the probability of going from progression-free (F) to progression (P) blank (i.e. NA) for all the cycles in standard of care and all the cycles under the experimental strategy.  
  
for(i in 1:n\_cycle) {  
 p\_PFSOS\_SoC[i] <- 1 - NU\_S\_FP\_SoC[i+1] / NU\_S\_FP\_SoC[i]  
 p\_PFSOS\_Exp[i] <- 1 - S\_FP\_Exp[i+1] / S\_FP\_Exp[i]  
}  
  
  
  
  
# If I ever wanted to round my probabilities to 2 decimal places, I can do this as below, but Koen's code actually makes probabilities that sum perfectly to 1, so there's no longer any need to do this.  
  
# round(p\_PFSOS\_SoC, digits=2)  
# round(p\_PFSOS\_Exp, digits=2)  
  
# Then we generate our transition probability under standard of care and under the experimental treatement using survival functions that havent and have had the hazard ratio from above applied to them, respectively.  
  
  
# The way this works is the below, you take next cycles probability of staying in this state, divide it by this cycles probability of staying in this state, and take it from 1 to get the probability of leaving this state.   
  
# > head(cbind(t, S\_FP\_SoC))  
# t S\_FP\_SoC  
# [1,] 0.0 1.0000000  
# [2,] 0.5 0.9948214  
# [3,] 1.0 0.9770661  
# [4,] 1.5 0.9458256  
# [5,] 2.0 0.9015175  
# [6,] 2.5 0.8454597  
# > 1-0.9948214/1.0000000  
# [1] 0.0051786  
# > 0.9770661/0.9948214  
# [1] 0.9821523  
# > 1-0.9821523  
# [1] 0.0178477  
  
# p\_FP\_SoC  
p\_PFSOS\_SoC

## [1] 0.01484724 0.02399843 0.02932054 0.03340742 0.03681073 0.03976670  
## [7] 0.04240199 0.04479366 0.04699259 0.04903438 0.05094508 0.05274438  
## [13] 0.05444758 0.05606686 0.05761207 0.05909131 0.06051136 0.06187791  
## [19] 0.06319584 0.06446934 0.06570203 0.06689710 0.06805734 0.06918523  
## [25] 0.07028297 0.07135252 0.07239566 0.07341399 0.07440894 0.07538184  
## [31] 0.07633389 0.07726618 0.07817972 0.07907543 0.07995417 0.08081674  
## [37] 0.08166385 0.08249621 0.08331443 0.08411910 0.08491079 0.08569001  
## [43] 0.08645723 0.08721292 0.08795750 0.08869138 0.08941493 0.09012851  
## [49] 0.09083246 0.09152710 0.09221274 0.09288966 0.09355813 0.09421841  
## [55] 0.09487076 0.09551541 0.09615257 0.09678247 0.09740531 0.09802128  
## [61] 0.09863057 0.09923336 0.09982982 0.10042011 0.10100440 0.10158282  
## [67] 0.10215553 0.10272267 0.10328436 0.10384074 0.10439193 0.10493805  
## [73] 0.10547921 0.10601553 0.10654711 0.10707406 0.10759647 0.10811444  
## [79] 0.10862806 0.10913743 0.10964263 0.11014374 0.11064084 0.11113402  
## [85] 0.11162334 0.11210889 0.11259074 0.11306895 0.11354359 0.11401473  
## [91] 0.11448243 0.11494675 0.11540776 0.11586550 0.11632004 0.11677144  
## [97] 0.11721974 0.11766499 0.11810726 0.11854658 0.11898301 0.11941659  
## [103] 0.11984737 0.12027539 0.12070069 0.12112332 0.12154333 0.12196074  
## [109] 0.12237559 0.12278794 0.12319781 0.12360524 0.12401026 0.12441291  
## [115] 0.12481323 0.12521125 0.12560699 0.12600050 0.12639180 0.12678092  
## [121] 0.12716789 0.12755275 0.12793551 0.12831621 0.12869488 0.12907153  
## [127] 0.12944621 0.12981893 0.13018971 0.13055859 0.13092558 0.13129071  
## [133] 0.13165400 0.13201548 0.13237517 0.13273309 0.13308925 0.13344369  
## [139] 0.13379642 0.13414746 0.13449683 0.13484455 0.13519064

#> p\_FP\_SoC  
# [1] 0.005178566 0.017847796 0.031973721 0.046845943 0.062181645  
#p\_FP\_Exp  
p\_PFSOS\_Exp

## [1] 0.01012026 0.01638227 0.02003273 0.02284029 0.02518117 0.02721649  
## [7] 0.02903271 0.03068241 0.03220033 0.03361079 0.03493156 0.03617610  
## [13] 0.03735488 0.03847620 0.03954680 0.04057223 0.04155710 0.04250533  
## [19] 0.04342023 0.04430468 0.04516116 0.04599185 0.04679865 0.04758326  
## [25] 0.04834719 0.04909178 0.04981825 0.05052769 0.05122109 0.05189935  
## [31] 0.05256329 0.05321367 0.05385117 0.05447643 0.05509003 0.05569251  
## [37] 0.05628438 0.05686611 0.05743812 0.05800083 0.05855461 0.05909981  
## [43] 0.05963677 0.06016579 0.06068718 0.06120120 0.06170812 0.06220818  
## [49] 0.06270162 0.06318865 0.06366949 0.06414432 0.06461334 0.06507673  
## [55] 0.06553465 0.06598726 0.06643473 0.06687719 0.06731480 0.06774767  
## [61] 0.06817594 0.06859973 0.06901916 0.06943434 0.06984538 0.07025239  
## [67] 0.07065545 0.07105467 0.07145014 0.07184195 0.07223018 0.07261492  
## [73] 0.07299624 0.07337421 0.07374892 0.07412043 0.07448882 0.07485414  
## [79] 0.07521646 0.07557585 0.07593235 0.07628604 0.07663697 0.07698518  
## [85] 0.07733073 0.07767368 0.07801408 0.07835196 0.07868738 0.07902038  
## [91] 0.07935100 0.07967930 0.08000530 0.08032905 0.08065059 0.08096995  
## [97] 0.08128718 0.08160230 0.08191536 0.08222638 0.08253541 0.08284246  
## [103] 0.08314758 0.08345079 0.08375213 0.08405162 0.08434929 0.08464517  
## [109] 0.08493929 0.08523166 0.08552233 0.08581130 0.08609862 0.08638429  
## [115] 0.08666835 0.08695082 0.08723172 0.08751107 0.08778889 0.08806520  
## [121] 0.08834003 0.08861339 0.08888531 0.08915580 0.08942488 0.08969256  
## [127] 0.08995888 0.09022384 0.09048747 0.09074977 0.09101077 0.09127048  
## [133] 0.09152892 0.09178610 0.09204204 0.09229675 0.09255025 0.09280256  
## [139] 0.09305368 0.09330363 0.09355242 0.09380008 0.09404660

# TRANSITION PROBABILITIES: Time-To-Dead TTD  
  
# REALISE HERE THEAT P\_PD ISNT THE PROBABILITY OF PROGRESSION TO DEAD, BUT OF PFS TO DEAD, OF FIRST LINE TO DEAD, BECAUSE OUR APD CURVES ONLY EVER DESCRIBE FIRST LINE TREATMENT, BE THAT FIRST LINE SOC TREATMENT OR FIRST LINE EXP TREATMENT.  
  
  
# To make sure that my PFS probabilities only reflect going from PFS to progression, I create the probability of going from PFS to DEAD under standard of care and the experimental, and decrease my PFS to progression probability by the probability of going into the dead state, such that I am only capturing people going into progression, and not people going into death as well.   
  
  
# So, first I create the transition probabilities of progression free into dead for SoC and Exp, then I convert all the probabilities (i.e. those for PFS and those for OS) into rates, minus them from eachother, turn them back into probabilities, and make sure none are negative (and where they are replace these with 0).  
  
# Actually, I don't do the rates thing, I just I take all the probabilities (i.e. those for PFS and those for OS), minus them from eachother.  
  
  
# Time-dependent transition probabilities are obtained in four steps  
# 1) Defining the cycle times [we already did this above]  
# 2) Obtaining the event-free (i.e. overall survival) probabilities for the cycle times for SoC  
# 3) Obtaining the event-free (i.e. overall survival) probabilities for the cycle times for Exp based on a hazard ratio if we think we will be applying a hazard ratio in the OS -> Death setting. Probably not, probably what we'll be doing is saying that once you get into the OS state under the experimental strategy, you recieve the same second-line treatment as standard of care again and thus your event-free (i.e. overall survival) probabilities for the cycle times are the same as for SoC. - Actually, I create transition probabilities from treatment to death under SoC and the Exp treatment here such that I can take them from the transition probabilities from treatment to progression for SoC and Exp treatment, because the OS here from Angiopredict is transitioning from the first line treatment to dead, not from second line treatment to death, and once we get rid of the people who were leaving first line treatment to die in PFS, all we have left is people leaving first line treatment to progress. And then we can keep the first line treatment to death probabilities we've created from the OS curves to capture people who have left first line treatment to transition into death rather than second line treatment.  
# 4) Obtaining the time-dependent transition probabilities from the event-free (i.e. overall survival) probabilities  
  
# 1) Defining the cycle times  
(t <- seq(from = 0, by = t\_cycle, length.out = n\_cycle + 1))

## [1] 0 14 28 42 56 70 84 98 112 126 140 154 168 182 196  
## [16] 210 224 238 252 266 280 294 308 322 336 350 364 378 392 406  
## [31] 420 434 448 462 476 490 504 518 532 546 560 574 588 602 616  
## [46] 630 644 658 672 686 700 714 728 742 756 770 784 798 812 826  
## [61] 840 854 868 882 896 910 924 938 952 966 980 994 1008 1022 1036  
## [76] 1050 1064 1078 1092 1106 1120 1134 1148 1162 1176 1190 1204 1218 1232 1246  
## [91] 1260 1274 1288 1302 1316 1330 1344 1358 1372 1386 1400 1414 1428 1442 1456  
## [106] 1470 1484 1498 1512 1526 1540 1554 1568 1582 1596 1610 1624 1638 1652 1666  
## [121] 1680 1694 1708 1722 1736 1750 1764 1778 1792 1806 1820 1834 1848 1862 1876  
## [136] 1890 1904 1918 1932 1946 1960 1974 1988 2002

# 2) Obtaining the event-free (i.e. overall survival) probabilities for the cycle times for SoC  
# S\_PD\_SoC - survival of progression to dead, i.e. not going to dead, i.e. staying in progression.  
# Note that the coefficients [that we took from flexsurvreg earlier] need to be transformed to obtain the parameters that the base R function uses  
  
  
S\_PD\_SoC <- pweibull(  
 q = t,   
 shape = exp(coef\_TTD\_weibull\_shape\_SoC),   
 scale = exp(coef\_TTD\_weibull\_scale\_SoC),   
 lower.tail = FALSE  
)  
  
head(cbind(t, S\_PD\_SoC))

## t S\_PD\_SoC  
## [1,] 0 1.0000000  
## [2,] 14 0.9952916  
## [3,] 28 0.9880164  
## [4,] 42 0.9793493  
## [5,] 56 0.9696727  
## [6,] 70 0.9592044

# Having the above header shows that this is probability for surviving in the P->D state, i.e., staying in this state, because you should see in time 0 0% of people are in this state, meaning 100% of people hadnt gone into the progressed state and were in PFS, which make sense in this model, the model starts with everyone in PFS, no-one starts the model in OS, and it takes a while for people to reach the OS state.  
  
  
# 3) Obtaining the event-free (i.e. overall survival) probabilities for the cycle times for Experimental treatment (aka the novel therapy) based on a hazard ratio.  
# So here we basically have a hazard ratio for the novel therapy that says you do X much better under the novel therapy than under standard of care, and we want to apply it to standard of care from our individual patient data to see how much improved things would be under the novel therapy.  
  
# Here our hazard ratio is 0.6, I can change that for our hazard ratio.  
# - note that S(t) = exp(-H(t)) and, hence, H(t) = -ln(S(t))  
# that is, the survival function is the expoential of the negative hazard function, per:  
# https://faculty.washington.edu/yenchic/18W\_425/Lec5\_survival.pdf  
# and:   
# https://web.stanford.edu/~lutian/coursepdf/unit1.pdf  
# Also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv  
# And to multiply by the hazard ratio it's necessary to convert the survivor function into the hazard function, multiply by the hazard ratio, and then convery back to the survivor function, and then these survivor functions are used for the probabilities.  
HR\_PD\_Exp <- 0.65  
H\_PD\_SoC <- -log(S\_PD\_SoC)  
H\_PD\_Exp <- H\_PD\_SoC \* HR\_PD\_Exp  
S\_PD\_Exp <- exp(-H\_PD\_Exp)  
  
head(cbind(t, S\_PD\_SoC, H\_PD\_SoC, H\_PD\_Exp, S\_PD\_Exp))

## t S\_PD\_SoC H\_PD\_SoC H\_PD\_Exp S\_PD\_Exp  
## [1,] 0 1.0000000 0.000000000 0.000000000 1.0000000  
## [2,] 14 0.9952916 0.004719564 0.003067716 0.9969370  
## [3,] 28 0.9880164 0.012055994 0.007836396 0.9921942  
## [4,] 42 0.9793493 0.020866948 0.013563516 0.9865281  
## [5,] 56 0.9696727 0.030796701 0.020017856 0.9801812  
## [6,] 70 0.9592044 0.041651043 0.027073178 0.9732900

# If I decide that, as I said, once you get into the OS state under the experimental strategy, you recieve the same second-line treatment as standard of care again and thus your event-free (i.e. overall survival) probabilities for the cycle times are the same as for SoC, then I can use the following coding - which is just repeating what I did for standard of care but this time giving it to the experimental stratgey:  
#   
# S\_PD\_Exp <- pweibull(  
# q = t,   
# shape = exp(coef\_TTD\_weibull\_shape\_SoC),   
# scale = exp(coef\_TTD\_weibull\_scale\_SoC),   
# lower.tail = FALSE  
# )  
#   
# head(cbind(t, S\_PD\_Exp))  
  
# I've coded in both options here and I can make a decision when applying this.  
  
  
  
  
# I want to vary my probabilities for the one-way sensitivity analysis, particularly for the tornado plot of the deterministic sensitivity analysis.   
  
# The problem here is that df\_params\_OWSA doesnt like the fact that a different probability for each cycle (from the time-dependent transition probabilities) gives 122 rows (because there are 60 cycles, two treatment strategies and a probability for each cycle). It wants the same number of rows as there are probabilities, i.e., it would prefer a probability of say 0.50 and then a max and a min around that.  
  
# To address this, I think I can apply this mean, max and min to the hazard ratios instead, knowing that when run\_owsa\_det is run in the sensitivity analysis it calls this function to run and in this function the hazard ratios generate the survivor function, and then these survivor functions are used to generate the probabilities (which will be cycle dependent).  
  
# This is fine for the hazard ratio for the experimental strategy, I can just take:  
  
# HR\_PD\_Exp as my mean, and:  
  
# Minimum\_HR\_PD\_Exp <- HR\_PD\_Exp - 0.20\*HR\_PD\_Exp  
# Maximum\_HR\_PD\_Exp <- HR\_PD\_Exp + 0.20\*HR\_PD\_Exp  
  
# For min and max.  
  
# For standard of care there was no hazard ratio, because we took these values from the survival curves directly, and didnt vary them by a hazard ratio, like we do above.  
  
# To address this, I create a hazard ratio that is exactly one.  
  
# hazard ratio  
  
# A measure of how often a particular event happens in one group compared to how often it happens in another group, over time. In cancer research, hazard ratios are often used in clinical trials to measure survival at any point in time in a group of patients who have been given a specific treatment compared to a control group given another treatment or a placebo. A hazard ratio of one means that there is no difference in survival between the two groups. A hazard ratio of greater than one or less than one means that survival was better in one of the groups. https://www.cancer.gov/publications/dictionaries/cancer-terms/def/hazard-ratio  
  
# Thus, I can have a hazard ratio where the baseline value of it gives you the survival curves, and thus the probabilities, from the actual survival curves we are drawing from, and where the min and max will be 1 +/- 0.20, which will give us probabilities that are 20% higher or lower than the probabilities from the actual survival curves that we are drawing from in the parametric survival analysis to get transitions under standard of care.  
  
# To do this, I just have to add a hazard ratio to the code that creates the transition probabilities under standard of care as below, then I can add that hazard ratio, and it's max and min, to the deterministic sensitivity analysis and vary all the probabilities by 20%.  
  
  
# So here we basically have a hazard ratio that is equal to 1, so it leaves things unchanged for patients, and we want to apply it to standard of care from our individual patient data to leave things unchanged in this function, but allow things to change in the sensitivity analysis.  
  
# Here our hazard ratio is 1, things are unchanged.  
  
# So, first we create our hazard ratio == 1  
HR\_PD\_SoC <- 1  
  
# (I'm creating the below as new parameters, i.e. putting "nu" infront of them, in case keeping the name the same causes a problem for when I want to use them in the deterministic sensivity analysis, i.e., if I generate a parameter from itself - say var\_name = var\_name exactly, then there may be some way in which R handles code that won't let this work, or will take one parameter before the other, or something and stop the model from executing correctly).  
  
# Then, we create our hazard function for SoC:  
NU\_S\_PD\_SoC <- S\_PD\_SoC  
NU\_H\_PD\_SoC <- -log(NU\_S\_PD\_SoC)  
# Then, we multiply this hazard function by our hazard ratio, which is just 1, but which gives us the opportunity to apply a hazard ratio to standard of care in our code and thus to have a hazard ratio for standard of care for our one way deterministic sensitivity analysis and tornado diagram.  
NUnu\_H\_PD\_SoC <- NU\_H\_PD\_SoC \* HR\_PD\_SoC  
# Again, I was worried that with overlap when creating parameters I would have a problem with the deterministic sensivity analysis so I call it NU again to make it a "new" parameter again.  
NU\_S\_PD\_SoC <- exp(-NUnu\_H\_PD\_SoC)  
  
head(cbind(t, NU\_S\_PD\_SoC, NUnu\_H\_PD\_SoC))

## t NU\_S\_PD\_SoC NUnu\_H\_PD\_SoC  
## [1,] 0 1.0000000 0.000000000  
## [2,] 14 0.9952916 0.004719564  
## [3,] 28 0.9880164 0.012055994  
## [4,] 42 0.9793493 0.020866948  
## [5,] 56 0.9696727 0.030796701  
## [6,] 70 0.9592044 0.041651043

# NU\_H\_PD\_SoC <- -log(NU\_S\_PD\_SoC)  
# # Then, we multiply this hazard function by our hazard ratio, which is just 1, but which gives us the opportunity to apply a hazard ratio to standard of care in our code and thus to have a hazard ratio for standard of care for our one way deterministic sensitivity analysis and tornado diagram.  
# NU\_H\_PD\_SoC <- NU\_H\_PD\_SoC \* HR\_PD\_SoC  
# #   
# NU\_S\_PD\_SoC <- exp(-NU\_H\_PD\_SoC)  
#   
# head(cbind(t, NU\_S\_PD\_SoC, NU\_H\_PD\_SoC))  
  
  
# 4) Obtaining the time-dependent transition probabilities from the event-free (i.e. survival) probabilities  
  
# Now we can take the probability of being in the PFS state at each of our cycles, as created above, from 100% (i.e. from 1) in order to get the probability of NOT being in the PFS state, i.e. in order to get the probability of moving into the progressed state, or the OS state.  
  
  
p\_PFSD\_SoC <- p\_PFSD\_Exp <- rep(NA, n\_cycle)  
  
# First we make the probability of going from progression-free (F) to progression (P) blank (i.e. NA) for all the cycles in standard of care and all the cycles under the experimental strategy.  
  
for(i in 1:n\_cycle) {  
 p\_PFSD\_SoC[i] <- 1 - NU\_S\_PD\_SoC[i+1] / NU\_S\_PD\_SoC[i]  
 p\_PFSD\_Exp[i] <- 1 - S\_PD\_Exp[i+1] / S\_PD\_Exp[i]  
}  
  
# round(p\_PFSD\_SoC, digits=2)  
# round(p\_PFSD\_Exp, digits=2)  
  
  
# Then we generate our transition probability under standard of care and under the experimental treatement using survival functions that havent and have had the hazard ratio from above applied to them, respectively. [If we decide not to apply a hazard ratio for the experimental strategy going from progression to dead then neither may have a hazard ratio applied to them].  
  
  
# The way this works is, you take next cycles probability of staying in this state, divide it by this cycles probability of staying in this state, and take it from 1 to get the probability of leaving this state.   
  
p\_PFSD\_SoC

## [1] 0.004708444 0.007309584 0.008772251 0.009880615 0.010795647 0.011585361  
## [7] 0.012285903 0.012919101 0.013499287 0.014036442 0.014537832 0.015008933  
## [13] 0.015453987 0.015876356 0.016278753 0.016663408 0.017032173 0.017386609  
## [19] 0.017728046 0.018057624 0.018376331 0.018685030 0.018984478 0.019275345  
## [25] 0.019558225 0.019833651 0.020102098 0.020363996 0.020619734 0.020869666  
## [31] 0.021114111 0.021353365 0.021587697 0.021817354 0.022042564 0.022263539  
## [37] 0.022480473 0.022693548 0.022902933 0.023108783 0.023311247 0.023510460  
## [43] 0.023706551 0.023899640 0.024089841 0.024277261 0.024461998 0.024644148  
## [49] 0.024823800 0.025001039 0.025175944 0.025348592 0.025519054 0.025687399  
## [55] 0.025853692 0.026017994 0.026180364 0.026340859 0.026499532 0.026656434  
## [61] 0.026811615 0.026965120 0.027116995 0.027267282 0.027416023 0.027563257  
## [67] 0.027709021 0.027853353 0.027996286 0.028137856 0.028278093 0.028417029  
## [73] 0.028554693 0.028691116 0.028826324 0.028960344 0.029093202 0.029224923  
## [79] 0.029355532 0.029485051 0.029613503 0.029740910 0.029867293 0.029992673  
## [85] 0.030117069 0.030240500 0.030362985 0.030484542 0.030605189 0.030724942  
## [91] 0.030843817 0.030961832 0.031079000 0.031195338 0.031310860 0.031425580  
## [97] 0.031539512 0.031652669 0.031765065 0.031876712 0.031987623 0.032097809  
## [103] 0.032207283 0.032316056 0.032424139 0.032531543 0.032638278 0.032744355  
## [109] 0.032849784 0.032954575 0.033058737 0.033162280 0.033265213 0.033367545  
## [115] 0.033469284 0.033570440 0.033671020 0.033771033 0.033870486 0.033969387  
## [121] 0.034067745 0.034165565 0.034262857 0.034359626 0.034455880 0.034551625  
## [127] 0.034646869 0.034741618 0.034835878 0.034929655 0.035022956 0.035115786  
## [133] 0.035208152 0.035300059 0.035391514 0.035482521 0.035573085 0.035663213  
## [139] 0.035752910 0.035842180 0.035931029 0.036019462 0.036107483

p\_PFSD\_Exp

## [1] 0.003063016 0.004757328 0.005710751 0.006433555 0.007030492 0.007545832  
## [7] 0.008003102 0.008416512 0.008795392 0.009146241 0.009473790 0.009781605  
## [13] 0.010072449 0.010348510 0.010611556 0.010863039 0.011104166 0.011335954  
## [19] 0.011559268 0.011774851 0.011983348 0.012185320 0.012381261 0.012571607  
## [25] 0.012756746 0.012937023 0.013112750 0.013284206 0.013451645 0.013615297  
## [31] 0.013775371 0.013932058 0.014085535 0.014235963 0.014383490 0.014528255  
## [37] 0.014670383 0.014809994 0.014947197 0.015082094 0.015214781 0.015345348  
## [43] 0.015473877 0.015600448 0.015725134 0.015848005 0.015969126 0.016088558  
## [49] 0.016206360 0.016322587 0.016437291 0.016550521 0.016662325 0.016772748  
## [55] 0.016881830 0.016989613 0.017096135 0.017201433 0.017305542 0.017408494  
## [61] 0.017510323 0.017611057 0.017710728 0.017809362 0.017906986 0.018003626  
## [67] 0.018099307 0.018194052 0.018287885 0.018380826 0.018472898 0.018564119  
## [73] 0.018654511 0.018744092 0.018832879 0.018920890 0.019008143 0.019094654  
## [79] 0.019180437 0.019265509 0.019349884 0.019433577 0.019516600 0.019598968  
## [85] 0.019680694 0.019761789 0.019842267 0.019922138 0.020001414 0.020080107  
## [91] 0.020158226 0.020235783 0.020312787 0.020389249 0.020465177 0.020540581  
## [97] 0.020615471 0.020689854 0.020763740 0.020837137 0.020910052 0.020982495  
## [103] 0.021054471 0.021125990 0.021197057 0.021267681 0.021337868 0.021407625  
## [109] 0.021476958 0.021545875 0.021614380 0.021682481 0.021750183 0.021817493  
## [115] 0.021884415 0.021950955 0.022017119 0.022082913 0.022148340 0.022213407  
## [121] 0.022278119 0.022342480 0.022406494 0.022470168 0.022533504 0.022596508  
## [127] 0.022659184 0.022721537 0.022783570 0.022845287 0.022906693 0.022967792  
## [133] 0.023028586 0.023089081 0.023149280 0.023209186 0.023268803 0.023328135  
## [139] 0.023387185 0.023445955 0.023504451 0.023562674 0.023620628

# Finally, now that I create transition probabilities from treatment to death under SoC and the Exp treatment I can take them from the transition probabilities from treatment to progression for SoC and Exp treatment, because the OS here from Angiopredict is transitioning from the first line treatment to dead, not from second line treatment to death, and once we get rid of the people who were leaving first line treatment to die in PFS, all we have left is people leaving first line treatment to progress. And then we can keep the first line treatment to death probabilities we've created from the OS curves to capture people who have left first line treatment to transition into death rather than second line treatment.  
  
# p\_PFSOS\_SoC  
# p\_PFSD\_SoC  
# p\_PFSOS\_SoC <- p\_PFSOS\_SoC - p\_PFSD\_SoC  
# p\_PFSOS\_SoC  
#   
# p\_PFSOS\_Exp  
# p\_PFSD\_Exp  
# p\_PFSOS\_Exp <- p\_PFSOS\_Exp - p\_PFSD\_Exp  
# p\_PFSOS\_Exp  
  
  
  
  
# Time-constant transition probabilities [ADVERSE EVENTS]:  
  
  
# To create transition probabilities from longer time periods I can use the information in this email to Daniel:  
  
# Inquiry re: Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer  
# - https://outlook.office.com/mail/id/AAQkAGI5OWU0NTJkLTEzMjgtNGVhOS04ZGZiLWZkOGU1MDg3ZmE5MAAQAHQCBS2m%2B%2FVAjAc%2FWSCjQEQ%3D  
  
  
# There may also be some relevant information in the below:  
  
  
## Transition probabilities and hazard ratios  
  
  
# "Note: To calculate the probability of dying from S1 and S2, use the hazard ratios provided. To do so, first convert the probability of dying from healthy, p\_HD , to a rate; then multiply this rate by the appropriate hazard ratio; finally, convert this rate back to a probability. Recall that you can convert between rates and probabilities using the following formulas: r = − log(1 − p) and p = 1 − e ( − rt ) . The package darthtools also has the functions prob\_to\_rate and rate\_to\_prob that might be of use to you." per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_25\3\_cSTM - history dependence\_material\Download exercise handout   
  
# ?rate\_to\_prob will tell you more about this function.  
# ?prob\_to\_rate will tell you more about this function.  
  
# You can see conversions from probabilities to rates here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Model Calibration in R\UNZIP to Working Directory\_Calibration Participant Materials\ISPOR Calibration Participant Materials\SickSicker\_MarkovModel\_Function.R  
  
# As will the 50 minute mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_25\Live Session Recording\Live Session Recording August 25th WITH CHAT.mkv  
  
  
# The above also describes how to convert probabilities for different time scales, i.e., convert a probability for 5 years to 1 year, etc., and how to convert data that exists as a rate to a probability for use in a Markov model.  
  
  
# The intial probabilities before I decided to do parametric survival analysis:  
  
# p\_HS\_SoC <- 0.05 # probability of becoming OS when PFS, conditional on surviving, under standard of care  
# p\_HS\_trtA <- 0.04 # probability of becoming OS when PFS, conditional on surviving, under EPI Assay  
# p\_HS\_trtB <- 0.02 # probability of becoming OS when PFS, conditional on surviving, under HDX Assay  
# p\_SD <- 0.1 # probability of dying   
# p\_HD <- 0.01 # probability of dying when PFS  
  
  
# H = HEALTHY (PFS) -> HS MEANS HEALTHY TO SICK, HD -> MEANS HEALTHY TO DEAD.  
# S = SICK (OS) -> SD MEANS SICK TO DEAD.  
# D = DEAD (DEAD)   
  
# trtA -> Means the first intervention I am studying, i.e. treatment A or the first assay.  
# trtB -> Means the second intervention I am studying, i.e. treatment B or the second assay.  
  
# To add age specific mortality to our model, we would use this #03 input model parameters of:  
  
# "C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modeling for Public Health\_DARTH\5\_Nov\_29\4\_Cohort state-transition models (cSTM) - time-dependent models\_material\Markov\_3state\_time"  
  
# with the 55 minute mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_24\Live Session Recording\Live Session Recording August 24th.mp4  
  
# and this would allow us to create a vector of transition probabilities for p\_HD above, i.e., from PFS to dead, that is a little bit larger at each cycle, starting at our chosen minimum value at the first cycle and increasing each cycle until it reaches our chosen maximum value at the last cycle.  
  
# Alternatively, C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_24\4\_cSTM - time-dependent models\_material shows you how to use a life-table, as does the material from the York course, but I really think there's no need to get that detailed in our own analysis.  
  
  
  
  
# So, I now need to change p\_FD\_SoC and p\_FD\_Exp to reflect OS -> DEAD, becuase I now REALISE HERE TEAT P\_PD ISNT THE PROBABILITY OF PROGRESSION TO DEAD, BUT OF PFS TO DEAD, OF FIRST LINE TO DEAD, BECAUSE OUR APD CURVES ONLY EVER DESCRIBE FIRST LINE TREATMENT, BE THAT FIRST LINE SOC TREATMENT OR FIRST LINE EXP TREATMENT.  
 # and the FD below instead reflects the probability of going to death in the second line treatment, and I make the assumption that everyone gets the same second line treatment and give them the same probability under exp and under SoC to go from the second line therapy into dead.  
  
P\_OSD\_SoC <- 0.17 # Probability of dying when in OS.  
P\_OSD\_Exp <- 0.17 # Probability of dying when in OS.  
  
# Base-Case: 0.17 Min: 0.12 Max:0.22 According to: Wen, F., Zheng, H., Wu, Y., Wheeler, J., Zeng, X., Fu, P., & Li, Q. (2016). Cost-effectiveness Analysis of Fluorouracil, Leucovorin, and Irinotecan versus Epirubicin, Cisplatin, and Capecitabine in Patients with Advanced Gastric Adenocarcinoma. Scientific reports, 6(1), 1-8. https://sci-hub.ru/10.1038/srep36060  
  
# When digitising a progression-free survival curve everyone on that curve is on PFS, and if they leave that curve it is because their disease has progressed (so they've gone from progression free to progression, or from PFS to OS) or they've died:  
  
# "Progression-free survival (PFS) is defined as the time from random assignment in a clinical trial to disease progression or death from any cause." https://www.ncbi.nlm.nih.gov/books/NBK137763/  
  
# "Progression-free survival (PFS) is "the length of time during and after the treatment of a disease, such as cancer, that a patient lives with the disease but it does not get worse". https://en.wikipedia.org/wiki/Progression-free\_survival#:~:text=Progression-free%20survival%20(PFS),it%20does%20not%20get%20worse".  
  
# Time to Progression:   
  
# "The length of time from the date of diagnosis or the start of treatment for a disease until the disease starts to get worse or spread to other parts of the body. In a clinical trial, measuring the time to progression is one way to see how well a new treatment works. Also called TTP." https://www.cancer.gov/publications/dictionaries/cancer-terms/def/time-to-progression  
  
# Koen's data is time to progression data, so we can't figure out time to death from it. It may be possible to do this with the data I end up using, or as advised by the C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\flexsurv folder, but at the moment I'll just set PFS to Dead as a time-constant transition probability as he does. [I UPDATED THIS ABOVE]  
  
# p\_PFSD\_SoC <- PFS TO DEAD  
# p\_FP\_SoC <- PFS TO OS  
#   
#   
#   
# p\_PFSD\_Exp <- PFS TO DEAD  
# p\_FP\_Exp <- PFS TO OS  
#   
#   
# p\_FD\_SoC <- Probability of dying when in OS.  
# p\_FD\_Exp <- Probability of dying when in OS.  
  
  
# I could probably apply parametric survival models to OS data, as all individuals from the OS curve were under standard of care, and get free to dead that way from the data.  
  
  
  
# PFS -> PFS:  
  
#p\_PFS\_SoC <- (1 - p\_FA1\_STD)\* (1 - p\_FA2\_STD)\* (1 - p\_FA3\_STD)\* (1 - p\_FP\_SoC) \* (1 - p\_PFSD\_SoC)   
#p\_PFS\_Exp <- (1 - p\_PFSD\_Exp) \* (1 - p\_FP\_Exp)\* (1 - p\_FA1\_EXPR)\* (1 - p\_FA2\_EXPR)\* (1 - p\_FA3\_EXPR)  
  
# First, I need to create progression free survival probabilities under standard of care.  
  
# It's 1- p\_PFSD\_SoC, because if you're not going from healthy to dead then you're staying in healthy (i.e. you're not going from PFS to Dead, so you're staying in PFS) so this captures all the people leftover in PFS after those going to dead, and again for 1- p\_FP\_SoC, if you're not going from healthy to sick, the only other way out of healthy per the transition probability matrix, then you're staying in PFS, so 1- p\_FP\_SoC takes away all the people who went from healthy to sick, and leaves behind all the people who stayed in healthy (or takes away all the people who went to OS and leaves behind all the people that went to PFS per my model). I also add in the three adverse events as well.  
  
  
# PFS -> OS:  
#   
# p\_PFS\_OS\_SoC <- (1 - p\_PFSD\_SoC) \* (1 - p\_FA1\_STD)\* (1 - p\_FA2\_STD)\* (1 - p\_FA3\_STD)\* p\_FP\_SoC  
#   
#   
# p\_PFS\_OS\_Exp <- (1 - p\_PFSD\_Exp) \* (1 - p\_FA1\_EXPR)\* (1 - p\_FA2\_EXPR)\* (1 - p\_FA3\_EXPR) \* p\_FP\_Exp  
#   
#   
  
  
  
  
# We have to get the probability for going from PFS to OS, by getting all the people left in PFS after the people who went to death were gone, and then we multiply this probability by the probability of going from healthy to sick, or PFS to OS, because it's the probability conditional on being alive, the probability conditional on being left in the PFS state after the other people who went to the death state are gone, so the probability of going from PFS to OS, conditional on surviving.  
  
  
# p\_PFS\_OS\_SoC is the probability of transitioning from healthy to sick, conditional on surviving, so it's defined as a conditional probability. So, what the Markov model wants is : m\_P\_SoC["PFS", "OS"] what's the overall probability of transitioning from PFS to OS, and so that is actually not a conditional probability, which is why we multiply the probability of surviving (1 - p\_HD) \* p\_HS\_SoC by the probability of going to OS conditional on surviving, because the transition in the model should be the marginal not the conditional, i.e. you want to have the end probability.  
  
  
#So, because you took a probability that was conditional from the literature, or digitised a PFS curve to get a transition probability - and those probabilities come from people who were necessarily still in the PFS state when you digitise a PFS curve, so those are transition probabilities conditional on being in the PFS (or healthy) state - you need to do the multiplication to give you a probability you can put in your transition matrix that reflects that the probability you are working with is conditional.  
  
  
# # PFS -> DEAD:  
#   
# p\_PFSD\_SoC <- (p\_PFS\_SoC) \* (p\_PFSD\_SoC)  
# p\_PFSD\_Exp <- (p\_PFS\_Exp) \* (p\_PFSD\_Exp)  
  
  
  
# Adverse event transition probabilities have all been conditional, this is to reflect that probabilities on transitioning from adverse event to death will necessarily be conditional probabilities - as they come from individuals who were studied in the adverse event group - so they are necessarily probabilities conditional on experiencing the adverse event. Likewise, the probability of experiencing the adverse event when under treatment is conditional on being in PFS for the treatment in the first place, because it will come from reports of adverse events in studies of the treatments given that we look at.   
  
  
# Which means conditional probabilities kind of don't matter too much, because the probability won't be applied to anyone who isnt in the state it doesnt necessarily need to be conditional after all. And I guess it would have never been applied to anyone who wasnt in the state, because probabilities are only applied to people who are in the state when the transition probability matrix is multiplied by the cohort trace of people in the state.  
  
  
  
# p\_FA1\_SoC <- (p\_PFS\_SoC) \* p\_FA1\_STD  
  
  
# Probability of AE1 when PFS, conditional on surviving, under standard of care  
  
  
  
#p\_A1D\_SoC <- 0.001   
  
# Probability of going from AE1 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
  
  
  
#p\_A1F\_SoC <- 1-p\_A1D\_SoC  
  
# Probability of returning from AE1 to PFS is 100% minus the people who have gone into the dead state.  
  
  
  
  
# I repeat this for the other adverse events and for both standard of care and the experimental (novel) treatment:  
  
  
# PFS -> PFS:  
#   
# p\_PFS\_SoC <- (1 - p\_FA1\_STD)\* (1 - p\_FA2\_STD)\* (1 - p\_FA3\_STD)\* (1 - p\_PFSOS\_SoC) \* (1 - p\_PFSD\_SoC)   
# p\_PFS\_Exp <- (1 - p\_PFSD\_Exp) \* (1 - p\_PFSOS\_Exp)\* (1 - p\_FA1\_EXPR)\* (1 - p\_FA2\_EXPR)\* (1 - p\_FA3\_EXPR)  
#   
#   
# # Probability of A2 when PFS, conditional on surviving, under standard of care  
# p\_FA1\_SoC <- (p\_PFS\_SoC) \* p\_FA1\_STD  
# # Probability of going from A2 to death  
# p\_A1D\_SoC <- 0.001   
#   
#   
# # Probability of A2 when PFS, conditional on surviving, under standard of care  
# p\_FA2\_SoC <- (p\_PFS\_SoC) \* p\_FA2\_STD  
# # Probability of going from A2 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
# p\_A2D\_SoC <- 0.001   
# # Probability of returning from A2 to PFS is 100% minus the people who have gone into the dead state.  
# p\_A2F\_SoC <- 1-p\_A2D\_SoC  
#   
# # Probability of A3 when PFS, conditional on surviving, under standard of care  
# p\_FA3\_SoC <- (p\_PFS\_SoC) \* p\_FA3\_STD  
# # Probability of going from A3 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
# p\_A3D\_SoC <- 0.001   
# # Probability of returning from A3 to PFS is 100% minus the people who have gone into the dead state.  
# p\_A3F\_SoC <- 1-p\_A3D\_SoC  
#   
#   
#   
#   
#   
#   
# # Probability of A1 when PFS, conditional on surviving, under standard of care  
# p\_FA1\_EXPR <- (p\_PFS\_Exp) \* p\_FA1\_EXPR  
# # Probability of going from A1 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
# p\_A1D\_Exp <- 0.001   
# # Probability of returning from A1 to PFS is 100% minus the people who have gone into the dead state.  
# p\_A1F\_Exp <- 1-p\_A1D\_Exp  
#   
# # Probability of A2 when PFS, conditional on surviving, under standard of care  
# p\_FA2\_Exp <- (p\_PFS\_Exp) \* p\_FA2\_EXPR  
# # Probability of going from A2 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
# p\_A2D\_Exp <- 0.001   
# # Probability of returning from A2 to PFS is 100% minus the people who have gone into the dead state.  
# p\_A2F\_Exp <- 1-p\_A2D\_Exp  
#   
# # Probability of A3 when PFS, conditional on surviving, under standard of care  
# p\_FA3\_Exp <- (p\_PFS\_Exp) \* p\_FA3\_EXPR  
# # Probability of going from A3 to death, at the moment this is just a dummy value, I expect this to be a really low value source from the literature.  
# p\_A3D\_Exp <- 0.001   
# # Probability of returning from A3 to PFS is 100% minus the people who have gone into the dead state.  
# p\_A3F\_Exp <- 1-p\_A3D\_Exp  
#   
#   
# # These all have to be conditional on survival, i.e. conditional on being in PFS, this is to ensure that I am only applying adverse events to the people still in the PFS, after transitions etc., have happened. --> This is not how conditional probabilities work, I have the correct interpretation of them elsewhere in this code file.  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
## Health State Values (AKA State rewards)  
# Costs and utilities   
# Basically the outcomes we are interested in coming out of this model, so we'll look at the cohorts costs over the time horizon and the quality adjusted life years in our cohort over this time horizon.  
  
# Costs  
  
c\_PFS\_Folfox <-307.81   
c\_PFS\_Bevacizumab <-2580.38   
c\_OS\_Folfiri <-326.02   
administration\_cost <- 365.00   
  
  
c\_F\_SoC <- administration\_cost + c\_PFS\_Folfox # cost of one cycle in PFS state under standard of care  
c\_F\_Exp <- administration\_cost + c\_PFS\_Folfox + c\_PFS\_Bevacizumab # cost of one cycle in PFS state under the experimental treatment   
#c\_F\_Ex\_trtA <- 1000 # cost of one cycle in PFS state under the experimental treatment A   
#c\_F\_Ex\_trtB <- 1000 # cost of one cycle in PFS state under the experimental treatment  
c\_P <- c\_OS\_Folfiri + administration\_cost# cost of one cycle in progression state (I assume in OS everyone gets the same treatment so it costs everyone the same to be treated).  
c\_D <- 0 # cost of one cycle in dead state  
  
  
  
# Above is the cost for each state, PFS, OS and dead,  
  
# c\_trtA <- 800 # cost of EPI Assay in PFS state (ONCE OFF COST)  
# c\_trtB <- 1500 # cost of HDX Assay in PFS state (ONCE OFF COST)  
#   
# # We make the cost of the assays above so that when we have treatment strategies we can add this cost of treatment to anyone whose being treated when they receive the treatment.  
  
  
# Then we define the utilities per health states.  
  
  
u\_F <- 0.850 # utility when PFS   
u\_P <- 0.650 # utility when OS  
u\_D <- 0 # utility when dead  
  
  
  
  
# Discounting factors  
d\_c <- 0.04   
# discount rate for costs (per year)  
d\_e <- 0.04   
# discount rate for QALYs (per year)  
  
# discount rate per cycle equal discount of costs and QALYs by 4%  
  
# Discount weight (equal discounting is assumed for costs and effects)  
  
# Actually I've updated this and do this later on now  
  
# v\_dwc <- 1 / (1 + d\_c) ^ (0:n\_cycle)   
# v\_dwe <- 1 / (1 + d\_e) ^ (0:n\_cycle)   
  
# So, we create a discount weight vector above, to understand the way this works I'll have to return to my York notes on discounting  
  
p\_PFSD\_SoC

## [1] 0.004708444 0.007309584 0.008772251 0.009880615 0.010795647 0.011585361  
## [7] 0.012285903 0.012919101 0.013499287 0.014036442 0.014537832 0.015008933  
## [13] 0.015453987 0.015876356 0.016278753 0.016663408 0.017032173 0.017386609  
## [19] 0.017728046 0.018057624 0.018376331 0.018685030 0.018984478 0.019275345  
## [25] 0.019558225 0.019833651 0.020102098 0.020363996 0.020619734 0.020869666  
## [31] 0.021114111 0.021353365 0.021587697 0.021817354 0.022042564 0.022263539  
## [37] 0.022480473 0.022693548 0.022902933 0.023108783 0.023311247 0.023510460  
## [43] 0.023706551 0.023899640 0.024089841 0.024277261 0.024461998 0.024644148  
## [49] 0.024823800 0.025001039 0.025175944 0.025348592 0.025519054 0.025687399  
## [55] 0.025853692 0.026017994 0.026180364 0.026340859 0.026499532 0.026656434  
## [61] 0.026811615 0.026965120 0.027116995 0.027267282 0.027416023 0.027563257  
## [67] 0.027709021 0.027853353 0.027996286 0.028137856 0.028278093 0.028417029  
## [73] 0.028554693 0.028691116 0.028826324 0.028960344 0.029093202 0.029224923  
## [79] 0.029355532 0.029485051 0.029613503 0.029740910 0.029867293 0.029992673  
## [85] 0.030117069 0.030240500 0.030362985 0.030484542 0.030605189 0.030724942  
## [91] 0.030843817 0.030961832 0.031079000 0.031195338 0.031310860 0.031425580  
## [97] 0.031539512 0.031652669 0.031765065 0.031876712 0.031987623 0.032097809  
## [103] 0.032207283 0.032316056 0.032424139 0.032531543 0.032638278 0.032744355  
## [109] 0.032849784 0.032954575 0.033058737 0.033162280 0.033265213 0.033367545  
## [115] 0.033469284 0.033570440 0.033671020 0.033771033 0.033870486 0.033969387  
## [121] 0.034067745 0.034165565 0.034262857 0.034359626 0.034455880 0.034551625  
## [127] 0.034646869 0.034741618 0.034835878 0.034929655 0.035022956 0.035115786  
## [133] 0.035208152 0.035300059 0.035391514 0.035482521 0.035573085 0.035663213  
## [139] 0.035752910 0.035842180 0.035931029 0.036019462 0.036107483

p\_PFSD\_Exp

## [1] 0.003063016 0.004757328 0.005710751 0.006433555 0.007030492 0.007545832  
## [7] 0.008003102 0.008416512 0.008795392 0.009146241 0.009473790 0.009781605  
## [13] 0.010072449 0.010348510 0.010611556 0.010863039 0.011104166 0.011335954  
## [19] 0.011559268 0.011774851 0.011983348 0.012185320 0.012381261 0.012571607  
## [25] 0.012756746 0.012937023 0.013112750 0.013284206 0.013451645 0.013615297  
## [31] 0.013775371 0.013932058 0.014085535 0.014235963 0.014383490 0.014528255  
## [37] 0.014670383 0.014809994 0.014947197 0.015082094 0.015214781 0.015345348  
## [43] 0.015473877 0.015600448 0.015725134 0.015848005 0.015969126 0.016088558  
## [49] 0.016206360 0.016322587 0.016437291 0.016550521 0.016662325 0.016772748  
## [55] 0.016881830 0.016989613 0.017096135 0.017201433 0.017305542 0.017408494  
## [61] 0.017510323 0.017611057 0.017710728 0.017809362 0.017906986 0.018003626  
## [67] 0.018099307 0.018194052 0.018287885 0.018380826 0.018472898 0.018564119  
## [73] 0.018654511 0.018744092 0.018832879 0.018920890 0.019008143 0.019094654  
## [79] 0.019180437 0.019265509 0.019349884 0.019433577 0.019516600 0.019598968  
## [85] 0.019680694 0.019761789 0.019842267 0.019922138 0.020001414 0.020080107  
## [91] 0.020158226 0.020235783 0.020312787 0.020389249 0.020465177 0.020540581  
## [97] 0.020615471 0.020689854 0.020763740 0.020837137 0.020910052 0.020982495  
## [103] 0.021054471 0.021125990 0.021197057 0.021267681 0.021337868 0.021407625  
## [109] 0.021476958 0.021545875 0.021614380 0.021682481 0.021750183 0.021817493  
## [115] 0.021884415 0.021950955 0.022017119 0.022082913 0.022148340 0.022213407  
## [121] 0.022278119 0.022342480 0.022406494 0.022470168 0.022533504 0.022596508  
## [127] 0.022659184 0.022721537 0.022783570 0.022845287 0.022906693 0.022967792  
## [133] 0.023028586 0.023089081 0.023149280 0.023209186 0.023268803 0.023328135  
## [139] 0.023387185 0.023445955 0.023504451 0.023562674 0.023620628

p\_PFSOS\_SoC

## [1] 0.01484724 0.02399843 0.02932054 0.03340742 0.03681073 0.03976670  
## [7] 0.04240199 0.04479366 0.04699259 0.04903438 0.05094508 0.05274438  
## [13] 0.05444758 0.05606686 0.05761207 0.05909131 0.06051136 0.06187791  
## [19] 0.06319584 0.06446934 0.06570203 0.06689710 0.06805734 0.06918523  
## [25] 0.07028297 0.07135252 0.07239566 0.07341399 0.07440894 0.07538184  
## [31] 0.07633389 0.07726618 0.07817972 0.07907543 0.07995417 0.08081674  
## [37] 0.08166385 0.08249621 0.08331443 0.08411910 0.08491079 0.08569001  
## [43] 0.08645723 0.08721292 0.08795750 0.08869138 0.08941493 0.09012851  
## [49] 0.09083246 0.09152710 0.09221274 0.09288966 0.09355813 0.09421841  
## [55] 0.09487076 0.09551541 0.09615257 0.09678247 0.09740531 0.09802128  
## [61] 0.09863057 0.09923336 0.09982982 0.10042011 0.10100440 0.10158282  
## [67] 0.10215553 0.10272267 0.10328436 0.10384074 0.10439193 0.10493805  
## [73] 0.10547921 0.10601553 0.10654711 0.10707406 0.10759647 0.10811444  
## [79] 0.10862806 0.10913743 0.10964263 0.11014374 0.11064084 0.11113402  
## [85] 0.11162334 0.11210889 0.11259074 0.11306895 0.11354359 0.11401473  
## [91] 0.11448243 0.11494675 0.11540776 0.11586550 0.11632004 0.11677144  
## [97] 0.11721974 0.11766499 0.11810726 0.11854658 0.11898301 0.11941659  
## [103] 0.11984737 0.12027539 0.12070069 0.12112332 0.12154333 0.12196074  
## [109] 0.12237559 0.12278794 0.12319781 0.12360524 0.12401026 0.12441291  
## [115] 0.12481323 0.12521125 0.12560699 0.12600050 0.12639180 0.12678092  
## [121] 0.12716789 0.12755275 0.12793551 0.12831621 0.12869488 0.12907153  
## [127] 0.12944621 0.12981893 0.13018971 0.13055859 0.13092558 0.13129071  
## [133] 0.13165400 0.13201548 0.13237517 0.13273309 0.13308925 0.13344369  
## [139] 0.13379642 0.13414746 0.13449683 0.13484455 0.13519064

p\_PFSOS\_Exp

## [1] 0.01012026 0.01638227 0.02003273 0.02284029 0.02518117 0.02721649  
## [7] 0.02903271 0.03068241 0.03220033 0.03361079 0.03493156 0.03617610  
## [13] 0.03735488 0.03847620 0.03954680 0.04057223 0.04155710 0.04250533  
## [19] 0.04342023 0.04430468 0.04516116 0.04599185 0.04679865 0.04758326  
## [25] 0.04834719 0.04909178 0.04981825 0.05052769 0.05122109 0.05189935  
## [31] 0.05256329 0.05321367 0.05385117 0.05447643 0.05509003 0.05569251  
## [37] 0.05628438 0.05686611 0.05743812 0.05800083 0.05855461 0.05909981  
## [43] 0.05963677 0.06016579 0.06068718 0.06120120 0.06170812 0.06220818  
## [49] 0.06270162 0.06318865 0.06366949 0.06414432 0.06461334 0.06507673  
## [55] 0.06553465 0.06598726 0.06643473 0.06687719 0.06731480 0.06774767  
## [61] 0.06817594 0.06859973 0.06901916 0.06943434 0.06984538 0.07025239  
## [67] 0.07065545 0.07105467 0.07145014 0.07184195 0.07223018 0.07261492  
## [73] 0.07299624 0.07337421 0.07374892 0.07412043 0.07448882 0.07485414  
## [79] 0.07521646 0.07557585 0.07593235 0.07628604 0.07663697 0.07698518  
## [85] 0.07733073 0.07767368 0.07801408 0.07835196 0.07868738 0.07902038  
## [91] 0.07935100 0.07967930 0.08000530 0.08032905 0.08065059 0.08096995  
## [97] 0.08128718 0.08160230 0.08191536 0.08222638 0.08253541 0.08284246  
## [103] 0.08314758 0.08345079 0.08375213 0.08405162 0.08434929 0.08464517  
## [109] 0.08493929 0.08523166 0.08552233 0.08581130 0.08609862 0.08638429  
## [115] 0.08666835 0.08695082 0.08723172 0.08751107 0.08778889 0.08806520  
## [121] 0.08834003 0.08861339 0.08888531 0.08915580 0.08942488 0.08969256  
## [127] 0.08995888 0.09022384 0.09048747 0.09074977 0.09101077 0.09127048  
## [133] 0.09152892 0.09178610 0.09204204 0.09229675 0.09255025 0.09280256  
## [139] 0.09305368 0.09330363 0.09355242 0.09380008 0.09404660

Discount rate for costs and utilities I need to return to it more generally with the notes I wrote from York on discounting. Also I set up 3 strategies, i.e. standard of care, EPI Assay and HDX Assay, to reflect the two assays under study, but it would be very easy to change this to just 2 strategies above.

I also want to add in the costing per the York model, as this broke costs down before adding them, although I can compare this to the York approach to costing in their published article, i.e. are costs in that article combined before they are added to the model or afterwards?

There are some things that I would like to appear in the code chunks, but not in the knitted document. To do this I can go to:

<https://stackoverflow.com/questions/47710427/how-to-show-code-but-hide-output-in-rmarkdown>

and

<https://stackoverflow.com/questions/48286722/rmarkdown-how-to-show-partial-output-from-chunk?rq=1>

Although I can probably just use:

knitr::opts\_chunk$set(echo = TRUE, warning = FALSE, message = FALSE, eval = T)

But set echo = false

Or even better, click the gear on each code chunk and decide if I would like that code chunk to show things or not.

If I was interested in how to add adverse events to the model, Eva describes how to create an additional state that is Sick+AdverseEvent here:

C:- Royal College of Surgeons in IrelandResources-Effectiveness and Decision Modeling using R Workshop \_ DARTH\_25Session RecordingSession Recording August 25th WITH CHAT.mkv

## Draw the state-transition cohort model

#   
# diag\_names\_states <- c("PFS", "OS", "Dead")   
#   
# m\_P\_diag <- matrix(0, nrow = n\_states, ncol = n\_states, dimnames = list(diag\_names\_states, diag\_names\_states))  
#   
# m\_P\_diag["PFS", "PFS" ] = ""  
# m\_P\_diag["PFS", "OS" ] = ""   
# m\_P\_diag["PFS", "Dead" ] = ""  
# m\_P\_diag["OS", "OS" ] = ""  
# m\_P\_diag["OS", "Dead" ] = ""  
# m\_P\_diag["Dead", "Dead" ] = ""  
# layout.fig <- c(1, 3, 2) # <- changing the numbers here changes the diagram layout, so mess with these until I'm happy. It basically decides how many bubbles will be on each level, so here 1 bubble, followed by 3 bubbles, followed by 2 bubbles, per the diagram for 1, 3, 2.  
# plotmat(t(m\_P\_diag), t(layout.fig), self.cex = 0.5, curve = 0, arr.pos = 0.64,   
# latex = T, arr.type = "curved", relsize = 0.85, box.prop = 0.9,   
# cex = 0.8, box.cex = 0.7, lwd = 0.6, main = "Figure 1")

# 04 Define and initialize matrices and vectors

After setting up our parameters above, we initialise our structure below.

This is where we will store all of the model output, and all the things that we need to track over time as we are simulating the progression of this cohort through this disease process.

## 04.1 Cohort trace

# WHEN COMING BACK TO COMPARE: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\Parametric Survival Analysis\ISPOR WEBINAR Health Economic Modelling in R\ISPOR\_webinar\_R-master\ISPOR\_webinar\_R-master\oncologySemiMarkov\_illustration to this Rmarkdown document, a big difference is that this document creates a cycle 0 - whereas the comparison from the ISPOR\_webinar\_R uses -1 to get into cycle 0 where necessary. I have decided to follow the ISPOR way, because I am interested in duplicating their parametric analysis, so I need to bear this difference in mind as I go through this document.  
  
# Also, continue from Verbose in this and in Koens file  
  
# Markov cohort trace matrix ----  
  
# Initialize matrices to store the Markov cohort traces for each strategy  
  
# - note that the number of rows is n\_cycle + 1, because R doesn't use index 0 (i.e. cycle 0) --> What we mean here, is that when we do our calculations later they need to be for cycle-1 to reflect cycle 0.  
m\_M\_SoC <- m\_M\_Exp <- matrix(  
 data = NA,   
 nrow = n\_cycle,   
 ncol = n\_states,   
 dimnames = list(paste('Cycle', 1:n\_cycle), v\_names\_states)  
)  
  
## Initial state vector  
# We create an inital vector where people start, with everyone (1 = 100% of people) starting in PFS below:  
# v\_s\_init <- c("PFS" = 1, "OS" = 0, "Dead" = 0)  
# v\_s\_init  
  
# There are cases where you can have an initial illness prevalence, so you would start some people in the sick state and some people in the healthy state, but above we're looking at people with mCRC, so we'll start everyone in PFS.  
  
  
## Initialize cohort trace for cSTM (cohort state transition model) for all strategies (the strategies are the treatment strategies SOC, treatment A and Treatment B).  
# So, basically we are creating a matrix to trace how the cohort is distributed across the health states, over time.   
  
# A matrix is necessary because there are basically two dimensions to this, the number of time cycles, which will be our rows, and then the number of states - to know which proportion of our cohort is in each state at each time:  
  
# m\_M\_SoC <- matrix(0,   
# nrow = (n\_cycles + 1), ncol = n\_states,   
# dimnames = list(v\_names\_cycles, v\_names\_states))  
# Above instead of having to bother with -1 throughout the analysis they create a cycle 0.  
  
# Store the initial state vector in the first row of the cohort trace  
# m\_M\_SoC[1, ] <- v\_s\_init  
## Initialize cohort traces  
## So, above I made the cohort trace for standard of care, because in my analysis all my patients start in the PFS state, I can duplicate that below to create the cohort trace for treatment A and treatment B.  
# m\_M\_trtA <- m\_M\_trtB <- m\_M\_SoC # structure and initial states remain the same  
  
# This gives us three matrices, m\_M\_trtA, m\_M\_trtB and m\_M\_SoC, that we can fill in with our simulations of how patients transitions between health states under each treatment strategy.  
  
# In the first row of the markov matrix [1, ] put the value at the far end, i.e. "<-1" and "<-0" under the colum "PFS" [ , "PFS"], repeating this for "OS", "AE1", "AE2" "AE3" and "Dead".  
  
  
# Specifying the initial state for the cohorts (all patients start in PFS)  
m\_M\_SoC[1, "PFS"] <- m\_M\_Exp[1, "PFS"] <- 1  
m\_M\_SoC[1, "OS"] <- m\_M\_Exp[1, "OS"] <- 0  
m\_M\_SoC[1, "Dead"]<- m\_M\_Exp[1, "Dead"] <- 0  
  
# Inspect whether properly defined  
head(m\_M\_SoC)

## PFS OS Dead  
## Cycle 1 1 0 0  
## Cycle 2 NA NA NA  
## Cycle 3 NA NA NA  
## Cycle 4 NA NA NA  
## Cycle 5 NA NA NA  
## Cycle 6 NA NA NA

head(m\_M\_Exp)

## PFS OS Dead  
## Cycle 1 1 0 0  
## Cycle 2 NA NA NA  
## Cycle 3 NA NA NA  
## Cycle 4 NA NA NA  
## Cycle 5 NA NA NA  
## Cycle 6 NA NA NA

#head(m\_M\_Exp\_trtB)

## 04.2 Transition probability matrix

## If there were time varying transition probabilities, i.e. the longer you are in the model there are changes in your transition probability into death as you get older, etc., you would build a transition probability array, rather than a transition probability matrix, per:   
  
# 04.2 of:  
  
# "C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modeling for Public Health\_DARTH\5\_Nov\_29\4\_Cohort state-transition models (cSTM) - time-dependent models\_material\Markov\_3state\_time"  
  
# with the 1hour: 02minute mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_24\Live Session Recording\Live Session Recording August 24th.mp4  
  
  
## Initialize transition probability matrix, [i.e. build the framework or empty scaffolding of the transition probability matrix]  
# all transitions to a non-death state are assumed to be conditional on survival  
# - starting with standard of care  
# - note that these are now 3-dimensional matrices because we are including time.  
   
  
# m\_P\_SoC <- matrix(0,  
# nrow = n\_states, ncol = n\_states,  
# dimnames = list(v\_names\_states, v\_names\_states)) # define row and column names  
# m\_P\_SoC  
  
  
# Initialize matrices for the transition probabilities  
# - note that these are now 3-dimensional matrices (so, above we originally included dim = nrow and ncol, but now we also include n\_cycle - i.e. the number of cycles).  
# - starting with standard of care  
m\_P\_SoC <- array(  
 data = 0,  
 dim = c(n\_states, n\_states, n\_cycle),  
 dimnames = list(v\_names\_states, v\_names\_states, paste0("Cycle", 1:n\_cycle))  
 # define row and column names - then name each array after which cycle it's for, i.e. cycle 1 all the way through to cycle 143. So Cycle 1 will have all of our patients in PFS, while cycle 143 will have most people in the dead state.  
)  
  
head(m\_P\_SoC)

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle3  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle4  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle5  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle6  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle7  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle8  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle9  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle10  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle11  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle12  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle13  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle14  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle15  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle16  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle17  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle18  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle19  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle20  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle21  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle22  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle23  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle24  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle25  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle26  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle27  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle28  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle29  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle30  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle31  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle32  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle33  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle34  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle35  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle36  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle37  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle38  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle39  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle40  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle41  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle42  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle43  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle44  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle45  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle46  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle47  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle48  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle49  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle50  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle51  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle52  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle53  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle54  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle55  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle56  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle57  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle58  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle59  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle60  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle61  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle62  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle63  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle64  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle65  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle66  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle67  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle68  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle69  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle70  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle71  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle72  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle73  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle74  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle75  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle76  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle77  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle78  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle79  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle80  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle81  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle82  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle83  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle84  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle85  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle86  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle87  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle88  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle89  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle90  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle91  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle92  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle93  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle94  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle95  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle96  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle97  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle98  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle99  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle100  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle101  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle102  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle103  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle104  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle105  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle106  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle107  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle108  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle109  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle110  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle111  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle112  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle113  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle114  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle115  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle116  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle117  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle118  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle119  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle120  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle121  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle122  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle123  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle124  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle125  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle126  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle127  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle128  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle129  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle130  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle131  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle132  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle133  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle134  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle135  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle136  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle137  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle138  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle139  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle140  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle141  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle142  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle143  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0

m\_P\_Exp <- array(  
 data = 0,  
 dim = c(n\_states, n\_states, n\_cycle),  
 dimnames = list(v\_names\_states, v\_names\_states, paste0("Cycle", 1:n\_cycle))  
 # define row and column names - then name each array after which cycle it's for, i.e. cycle 1 all the way through to cycle 143. So Cycle 1 will have all of our patients in PFS, while cycle 143 will have most people in the dead state.  
)  
  
head(m\_P\_Exp)

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle3  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle4  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle5  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle6  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle7  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle8  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle9  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle10  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle11  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle12  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle13  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle14  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle15  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle16  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle17  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle18  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle19  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle20  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle21  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle22  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle23  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle24  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle25  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle26  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle27  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle28  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle29  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle30  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle31  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle32  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle33  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle34  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle35  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle36  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle37  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle38  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle39  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle40  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle41  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle42  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle43  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle44  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle45  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle46  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle47  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle48  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle49  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle50  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle51  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle52  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle53  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle54  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle55  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle56  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle57  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle58  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle59  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle60  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle61  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle62  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle63  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle64  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle65  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle66  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle67  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle68  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle69  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle70  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle71  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle72  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle73  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle74  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle75  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle76  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle77  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle78  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle79  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle80  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle81  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle82  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle83  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle84  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle85  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle86  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle87  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle88  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle89  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle90  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle91  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle92  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle93  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle94  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle95  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle96  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle97  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle98  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle99  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle100  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle101  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle102  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle103  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle104  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle105  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle106  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle107  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle108  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle109  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle110  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle111  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle112  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle113  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle114  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle115  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle116  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle117  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle118  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle119  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle120  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle121  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle122  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle123  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle124  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle125  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle126  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle127  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle128  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle129  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle130  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle131  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle132  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle133  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle134  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle135  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle136  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle137  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle138  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle139  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle140  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle141  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle142  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0  
##   
## , , Cycle143  
##   
## PFS OS Dead  
## PFS 0 0 0  
## OS 0 0 0  
## Dead 0 0 0

## 04.3 Fill in the transition probability matrix:

# It looks like I will need to decide if I have to go back to the start of putting everything in the model and put stuff in for not just the experimental strategy, but for experimental strategy 1 AND experimental strategy 2 individually.  
  
#   
# AE1MARK <- p\_FA1\_STD\* (1 - p\_FA2\_STD)\* (1 - p\_FA3\_STD)\* (1 - p\_FP\_SoC) \* (1 - p\_PFSD\_SoC)  
# AE2MARK <- (1 - p\_FA1\_STD)\* p\_FA2\_STD\* (1 - p\_FA3\_STD)\* (1 - p\_FP\_SoC) \* (1 - p\_PFSD\_SoC)  
# AE3MARK <- (1 - p\_FA1\_STD)\* (1 - p\_FA2\_STD)\* p\_FA3\_STD\* (1 - p\_FP\_SoC) \* (1 - p\_PFSD\_SoC)  
  
# If I really struggle with the transition probabilities below, I could build them from here alternatively: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Applied Cost Effectiveness Modeling with R\rcea-rscripts\01-markov-cohort  
  
# A better way to fill this may be here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Model Calibration in R\UNZIP to Working Directory\_Calibration Participant Materials\ISPOR Calibration Participant Materials\SickSicker\_MarkovModel\_Function.R  
  
# This also gives advice on filling this in: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\manuscript\Appendix\_code\_walkthrough\_Markov\_Tutorial\_Part2  
  
# Andy gave me advice on how to add adverse event disutility and costs, but I could also think about the strategy taken here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\R\Functions\_cSTM\_time\_dep\_simulation  
  
# Setting the transition probabilities from PFS based on the model parameters  
 # So, when individuals are in PFS what are their probabilities of going into the other states that they can enter from PFS?  
  
m\_P\_SoC["PFS", "PFS",]<- (1 -p\_PFSOS\_SoC) \* (1 - p\_PFSD\_SoC)  
m\_P\_SoC["PFS", "OS",]<- p\_PFSOS\_SoC\*(1 - p\_PFSD\_SoC)  
m\_P\_SoC["PFS", "Dead",]<-p\_PFSD\_SoC  
  
# m\_P\_SoC["PFS", "PFS", ] <- 1 - (p\_PFSD\_SoC + p\_FP\_SoC)  
# m\_P\_SoC["PFS", "OS", ] <- 1 - (1-p\_FP\_SoC + p\_PFSD\_SoC)  
# m\_P\_SoC["PFS", "Dead", ] <- 1 - (p\_FP\_SoC + 1 - p\_PFSD\_SoC)  
  
  
#m\_P\_SoC["PFS", "PFS", ] <- 1 - (p\_PFSD\_SoC + p\_FP\_SoC)  
#m\_P\_SoC["PFS", "OS", ] <- p\_FP\_SoC\* (1 - p\_PFSD\_SoC)  
#m\_P\_SoC["PFS", "Dead", ] <- (1 - p\_FP\_SoC) \* (p\_PFSD\_SoC)  
  
# Setting the transition probabilities from OS  
m\_P\_SoC["OS", "OS", ] <- 1 - P\_OSD\_SoC  
m\_P\_SoC["OS", "Dead", ] <- P\_OSD\_SoC  
  
  
# Setting the transition probabilities from Dead  
m\_P\_SoC["Dead", "Dead", ] <- 1  
  
#   
# # Setting the transition probabilities from AE1  
# m\_P\_SoC["AE1", "PFS", ] <- p\_A1F\_SoC  
# m\_P\_SoC["AE1", "Dead", ] <- p\_A1D\_SoC  
#   
# # Setting the transition probabilities from AE2  
# m\_P\_SoC["AE2", "PFS", ] <- p\_A2F\_SoC  
# m\_P\_SoC["AE2", "Dead", ] <- p\_A2D\_SoC  
#   
# # Setting the transition probabilities from AE3  
# m\_P\_SoC["AE3", "PFS", ] <- p\_A3F\_SoC  
# m\_P\_SoC["AE3", "Dead", ] <- p\_A3D\_SoC  
  
  
m\_P\_SoC

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0.9805142 0.01477733 0.004708444  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0.9688674 0.02382301 0.007309584  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle3  
##   
## PFS OS Dead  
## PFS 0.9621644 0.02906334 0.008772251  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle4  
##   
## PFS OS Dead  
## PFS 0.9570421 0.03307733 0.009880615  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle5  
##   
## PFS OS Dead  
## PFS 0.952791 0.03641334 0.01079565  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle6  
##   
## PFS OS Dead  
## PFS 0.9491087 0.03930599 0.01158536  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle7  
##   
## PFS OS Dead  
## PFS 0.9458331 0.04188104 0.0122859  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle8  
##   
## PFS OS Dead  
## PFS 0.9428659 0.04421497 0.0129191  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle9  
##   
## PFS OS Dead  
## PFS 0.9401425 0.04635822 0.01349929  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle10  
##   
## PFS OS Dead  
## PFS 0.9376174 0.04834612 0.01403644  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle11  
##   
## PFS OS Dead  
## PFS 0.9352577 0.05020445 0.01453783  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle12  
##   
## PFS OS Dead  
## PFS 0.9330383 0.05195274 0.01500893  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle13  
##   
## PFS OS Dead  
## PFS 0.9309399 0.05360615 0.01545399  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle14  
##   
## PFS OS Dead  
## PFS 0.9289469 0.05517672 0.01587636  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle15  
##   
## PFS OS Dead  
## PFS 0.927047 0.05667421 0.01627875  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle16  
##   
## PFS OS Dead  
## PFS 0.9252299 0.05810665 0.01666341  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle17  
##   
## PFS OS Dead  
## PFS 0.9234871 0.05948072 0.01703217  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle18  
##   
## PFS OS Dead  
## PFS 0.9218113 0.06080206 0.01738661  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle19  
##   
## PFS OS Dead  
## PFS 0.9201965 0.0620755 0.01772805  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle20  
##   
## PFS OS Dead  
## PFS 0.9186372 0.06330517 0.01805762  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle21  
##   
## PFS OS Dead  
## PFS 0.917129 0.06449467 0.01837633  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle22  
##   
## PFS OS Dead  
## PFS 0.9156678 0.06564712 0.01868503  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle23  
##   
## PFS OS Dead  
## PFS 0.9142502 0.06676531 0.01898448  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle24  
##   
## PFS OS Dead  
## PFS 0.912873 0.06785166 0.01927534  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle25  
##   
## PFS OS Dead  
## PFS 0.9115334 0.06890836 0.01955823  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle26  
##   
## PFS OS Dead  
## PFS 0.910229 0.06993734 0.01983365  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle27  
##   
## PFS OS Dead  
## PFS 0.9089575 0.07094036 0.0201021  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle28  
##   
## PFS OS Dead  
## PFS 0.907717 0.07191898 0.020364  
## OS 0.000000 0.83000000 0.170000  
## Dead 0.000000 0.00000000 1.000000  
##   
## , , Cycle29  
##   
## PFS OS Dead  
## PFS 0.9065056 0.07287465 0.02061973  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle30  
##   
## PFS OS Dead  
## PFS 0.9053217 0.07380865 0.02086967  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle31  
##   
## PFS OS Dead  
## PFS 0.9041637 0.07472217 0.02111411  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle32  
##   
## PFS OS Dead  
## PFS 0.9030303 0.07561629 0.02135337  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle33  
##   
## PFS OS Dead  
## PFS 0.9019203 0.076492 0.0215877  
## OS 0.0000000 0.830000 0.1700000  
## Dead 0.0000000 0.000000 1.0000000  
##   
## , , Cycle34  
##   
## PFS OS Dead  
## PFS 0.9008324 0.07735021 0.02181735  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle35  
##   
## PFS OS Dead  
## PFS 0.8997657 0.07819178 0.02204256  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle36  
##   
## PFS OS Dead  
## PFS 0.898719 0.07901747 0.02226354  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle37  
##   
## PFS OS Dead  
## PFS 0.8976915 0.07982801 0.02248047  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle38  
##   
## PFS OS Dead  
## PFS 0.8966824 0.08062407 0.02269355  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle39  
##   
## PFS OS Dead  
## PFS 0.8956908 0.08140628 0.02290293  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle40  
##   
## PFS OS Dead  
## PFS 0.894716 0.08217521 0.02310878  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle41  
##   
## PFS OS Dead  
## PFS 0.8937573 0.08293142 0.02331125  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle42  
##   
## PFS OS Dead  
## PFS 0.8928141 0.0836754 0.02351046  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle43  
##   
## PFS OS Dead  
## PFS 0.8918858 0.08440763 0.02370655  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle44  
##   
## PFS OS Dead  
## PFS 0.8909718 0.08512856 0.02389964  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle45  
##   
## PFS OS Dead  
## PFS 0.8900715 0.08583862 0.02408984  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle46  
##   
## PFS OS Dead  
## PFS 0.8891845 0.0865382 0.02427726  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle47  
##   
## PFS OS Dead  
## PFS 0.8883103 0.08722766 0.024462  
## OS 0.0000000 0.83000000 0.170000  
## Dead 0.0000000 0.00000000 1.000000  
##   
## , , Cycle48  
##   
## PFS OS Dead  
## PFS 0.8874485 0.08790737 0.02464415  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle49  
##   
## PFS OS Dead  
## PFS 0.8865985 0.08857766 0.0248238  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle50  
##   
## PFS OS Dead  
## PFS 0.8857601 0.08923883 0.02500104  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle51  
##   
## PFS OS Dead  
## PFS 0.8849329 0.0898912 0.02517594  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle52  
##   
## PFS OS Dead  
## PFS 0.8841164 0.09053503 0.02534859  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle53  
##   
## PFS OS Dead  
## PFS 0.8833103 0.09117061 0.02551905  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle54  
##   
## PFS OS Dead  
## PFS 0.8825144 0.09179819 0.0256874  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle55  
##   
## PFS OS Dead  
## PFS 0.8817283 0.092418 0.02585369  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle56  
##   
## PFS OS Dead  
## PFS 0.8809517 0.09303029 0.02601799  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle57  
##   
## PFS OS Dead  
## PFS 0.8801844 0.09363526 0.02618036  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle58  
##   
## PFS OS Dead  
## PFS 0.879426 0.09423314 0.02634086  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle59  
##   
## PFS OS Dead  
## PFS 0.8786764 0.09482411 0.02649953  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle60  
##   
## PFS OS Dead  
## PFS 0.8779352 0.09540838 0.02665643  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle61  
##   
## PFS OS Dead  
## PFS 0.8772023 0.09598613 0.02681161  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle62  
##   
## PFS OS Dead  
## PFS 0.8764774 0.09655752 0.02696512  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle63  
##   
## PFS OS Dead  
## PFS 0.8757603 0.09712274 0.02711699  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle64  
##   
## PFS OS Dead  
## PFS 0.8750508 0.09768193 0.02726728  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle65  
##   
## PFS OS Dead  
## PFS 0.8743487 0.09823526 0.02741602  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle66  
##   
## PFS OS Dead  
## PFS 0.8736539 0.09878287 0.02756326  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle67  
##   
## PFS OS Dead  
## PFS 0.8729661 0.0993249 0.02770902  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle68  
##   
## PFS OS Dead  
## PFS 0.8722852 0.0998615 0.02785335  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle69  
##   
## PFS OS Dead  
## PFS 0.8716109 0.1003928 0.02799629  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle70  
##   
## PFS OS Dead  
## PFS 0.8709433 0.1009189 0.02813786  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle71  
##   
## PFS OS Dead  
## PFS 0.870282 0.1014399 0.02827809  
## OS 0.000000 0.8300000 0.17000000  
## Dead 0.000000 0.0000000 1.00000000  
##   
## , , Cycle72  
##   
## PFS OS Dead  
## PFS 0.869627 0.101956 0.02841703  
## OS 0.000000 0.830000 0.17000000  
## Dead 0.000000 0.000000 1.00000000  
##   
## , , Cycle73  
##   
## PFS OS Dead  
## PFS 0.868978 0.1024673 0.02855469  
## OS 0.000000 0.8300000 0.17000000  
## Dead 0.000000 0.0000000 1.00000000  
##   
## , , Cycle74  
##   
## PFS OS Dead  
## PFS 0.8683351 0.1029738 0.02869112  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle75  
##   
## PFS OS Dead  
## PFS 0.8676979 0.1034758 0.02882632  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle76  
##   
## PFS OS Dead  
## PFS 0.8670665 0.1039732 0.02896034  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle77  
##   
## PFS OS Dead  
## PFS 0.8664407 0.1044661 0.0290932  
## OS 0.0000000 0.8300000 0.1700000  
## Dead 0.0000000 0.0000000 1.0000000  
##   
## , , Cycle78  
##   
## PFS OS Dead  
## PFS 0.8658203 0.1049548 0.02922492  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle79  
##   
## PFS OS Dead  
## PFS 0.8652052 0.1054392 0.02935553  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle80  
##   
## PFS OS Dead  
## PFS 0.8645954 0.1059195 0.02948505  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle81  
##   
## PFS OS Dead  
## PFS 0.8639908 0.1063957 0.0296135  
## OS 0.0000000 0.8300000 0.1700000  
## Dead 0.0000000 0.0000000 1.0000000  
##   
## , , Cycle82  
##   
## PFS OS Dead  
## PFS 0.8633911 0.106868 0.02974091  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle83  
##   
## PFS OS Dead  
## PFS 0.8627964 0.1073363 0.02986729  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle84  
##   
## PFS OS Dead  
## PFS 0.8622065 0.1078008 0.02999267  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle85  
##   
## PFS OS Dead  
## PFS 0.8616214 0.1082616 0.03011707  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle86  
##   
## PFS OS Dead  
## PFS 0.8610408 0.1087187 0.0302405  
## OS 0.0000000 0.8300000 0.1700000  
## Dead 0.0000000 0.0000000 1.0000000  
##   
## , , Cycle87  
##   
## PFS OS Dead  
## PFS 0.8604649 0.1091721 0.03036299  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle88  
##   
## PFS OS Dead  
## PFS 0.8598934 0.1096221 0.03048454  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle89  
##   
## PFS OS Dead  
## PFS 0.8593262 0.1100686 0.03060519  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle90  
##   
## PFS OS Dead  
## PFS 0.8587634 0.1105116 0.03072494  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle91  
##   
## PFS OS Dead  
## PFS 0.8582048 0.1109514 0.03084382  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle92  
##   
## PFS OS Dead  
## PFS 0.8576504 0.1113878 0.03096183  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle93  
##   
## PFS OS Dead  
## PFS 0.8571 0.111821 0.031079  
## OS 0.0000 0.830000 0.170000  
## Dead 0.0000 0.000000 1.000000  
##   
## , , Cycle94  
##   
## PFS OS Dead  
## PFS 0.8565536 0.112251 0.03119534  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle95  
##   
## PFS OS Dead  
## PFS 0.8560112 0.112678 0.03131086  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle96  
##   
## PFS OS Dead  
## PFS 0.8554726 0.1131018 0.03142558  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle97  
##   
## PFS OS Dead  
## PFS 0.8549378 0.1135227 0.03153951  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle98  
##   
## PFS OS Dead  
## PFS 0.8544067 0.1139406 0.03165267  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle99  
##   
## PFS OS Dead  
## PFS 0.8538794 0.1143556 0.03176507  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle100  
##   
## PFS OS Dead  
## PFS 0.8533556 0.1147677 0.03187671  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle101  
##   
## PFS OS Dead  
## PFS 0.8528354 0.115177 0.03198762  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle102  
##   
## PFS OS Dead  
## PFS 0.8523186 0.1155836 0.03209781  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle103  
##   
## PFS OS Dead  
## PFS 0.8518053 0.1159874 0.03220728  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle104  
##   
## PFS OS Dead  
## PFS 0.8512954 0.1163886 0.03231606  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle105  
##   
## PFS OS Dead  
## PFS 0.8507888 0.1167871 0.03242414  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle106  
##   
## PFS OS Dead  
## PFS 0.8502855 0.117183 0.03253154  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle107  
##   
## PFS OS Dead  
## PFS 0.8497854 0.1175764 0.03263828  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle108  
##   
## PFS OS Dead  
## PFS 0.8492884 0.1179672 0.03274435  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle109  
##   
## PFS OS Dead  
## PFS 0.8487946 0.1183556 0.03284978  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle110  
##   
## PFS OS Dead  
## PFS 0.8483039 0.1187415 0.03295457  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle111  
##   
## PFS OS Dead  
## PFS 0.8478162 0.119125 0.03305874  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle112  
##   
## PFS OS Dead  
## PFS 0.8473315 0.1195062 0.03316228  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle113  
##   
## PFS OS Dead  
## PFS 0.8468498 0.119885 0.03326521  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle114  
##   
## PFS OS Dead  
## PFS 0.8463709 0.1202616 0.03336755  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle115  
##   
## PFS OS Dead  
## PFS 0.8458949 0.1206358 0.03346928  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle116  
##   
## PFS OS Dead  
## PFS 0.8454217 0.1210078 0.03357044  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle117  
##   
## PFS OS Dead  
## PFS 0.8449513 0.1213777 0.03367102  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle118  
##   
## PFS OS Dead  
## PFS 0.8444836 0.1217453 0.03377103  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle119  
##   
## PFS OS Dead  
## PFS 0.8440187 0.1221108 0.03387049  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle120  
##   
## PFS OS Dead  
## PFS 0.8435564 0.1224742 0.03396939  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle121  
##   
## PFS OS Dead  
## PFS 0.8430967 0.1228356 0.03406774  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle122  
##   
## PFS OS Dead  
## PFS 0.8426396 0.1231948 0.03416557  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle123  
##   
## PFS OS Dead  
## PFS 0.8421851 0.1235521 0.03426286  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle124  
##   
## PFS OS Dead  
## PFS 0.8417331 0.1239073 0.03435963  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle125  
##   
## PFS OS Dead  
## PFS 0.8412835 0.1242606 0.03445588  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle126  
##   
## PFS OS Dead  
## PFS 0.8408365 0.1246119 0.03455163  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle127  
##   
## PFS OS Dead  
## PFS 0.8403918 0.1249613 0.03464687  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle128  
##   
## PFS OS Dead  
## PFS 0.8399496 0.1253088 0.03474162  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle129  
##   
## PFS OS Dead  
## PFS 0.8395097 0.1256544 0.03483588  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle130  
##   
## PFS OS Dead  
## PFS 0.8390721 0.1259982 0.03492965  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle131  
##   
## PFS OS Dead  
## PFS 0.8386369 0.1263402 0.03502296  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle132  
##   
## PFS OS Dead  
## PFS 0.8382039 0.1266803 0.03511579  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle133  
##   
## PFS OS Dead  
## PFS 0.8377731 0.1270187 0.03520815  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle134  
##   
## PFS OS Dead  
## PFS 0.8373446 0.1273553 0.03530006  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle135  
##   
## PFS OS Dead  
## PFS 0.8369183 0.1276902 0.03539151  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle136  
##   
## PFS OS Dead  
## PFS 0.8364941 0.1280234 0.03548252  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle137  
##   
## PFS OS Dead  
## PFS 0.8360721 0.1283549 0.03557309  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle138  
##   
## PFS OS Dead  
## PFS 0.8356521 0.1286847 0.03566321  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle139  
##   
## PFS OS Dead  
## PFS 0.8352343 0.1290128 0.03575291  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle140  
##   
## PFS OS Dead  
## PFS 0.8348185 0.1293393 0.03584218  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle141  
##   
## PFS OS Dead  
## PFS 0.8344048 0.1296642 0.03593103  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle142  
##   
## PFS OS Dead  
## PFS 0.833993 0.1299875 0.03601946  
## OS 0.000000 0.8300000 0.17000000  
## Dead 0.000000 0.0000000 1.00000000  
##   
## , , Cycle143  
##   
## PFS OS Dead  
## PFS 0.8335833 0.1303092 0.03610748  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000

# Using the transition probabilities for standard of care as basis, update the transition probabilities that are different for the experimental strategy  
  
#   
# m\_P\_Exp["PFS", "PFS", ] <- p\_PFS\_Exp  
# m\_P\_Exp["PFS", "AE1", ] <- p\_FA1\_Exp  
# m\_P\_Exp["PFS", "AE2", ] <- p\_FA2\_Exp  
# m\_P\_Exp["PFS", "AE3", ] <- p\_FA3\_Exp  
# m\_P\_Exp["PFS", "OS", ] <- p\_PFS\_OS\_Exp  
# m\_P\_Exp["PFS", "Dead", ] <- p\_PFSD\_Exp  
#   
#   
# # Setting the transition probabilities from OS  
# m\_P\_Exp["OS", "OS", ] <- 1 - P\_OSD\_Exp  
# m\_P\_Exp["OS", "Dead", ] <- P\_OSD\_Exp  
#   
# # Setting the transition probabilities from Dead  
# m\_P\_Exp["Dead", "Dead", ] <- 1  
#   
  
# Setting the transition probabilities the experimental strategy  
m\_P\_Exp["PFS", "PFS",]<- (1 -p\_PFSOS\_Exp) \* (1 - p\_PFSD\_Exp)  
m\_P\_Exp["PFS", "OS",]<- p\_PFSOS\_Exp\*(1 - p\_PFSD\_Exp)  
m\_P\_Exp["PFS", "Dead",]<-p\_PFSD\_Exp  
  
# Setting the transition probabilities from OS  
m\_P\_Exp["OS", "OS", ] <- 1 - P\_OSD\_Exp  
m\_P\_Exp["OS", "Dead", ] <- P\_OSD\_Exp  
  
# Setting the transition probabilities from Dead  
m\_P\_Exp["Dead", "Dead", ] <- 1  
  
  
  
  
  
  
# # Setting the transition probabilities from AE1  
# m\_P\_Exp["AE1", "PFS", ] <- p\_A1F\_Exp  
# m\_P\_Exp["AE1", "Dead", ] <- p\_A1D\_Exp  
#   
# # Setting the transition probabilities from AE2  
# m\_P\_Exp["AE2", "PFS", ] <- p\_A2F\_Exp  
# m\_P\_Exp["AE2", "Dead", ] <- p\_A2D\_Exp  
#   
# # Setting the transition probabilities from AE3  
# m\_P\_Exp["AE3", "PFS", ] <- p\_A3F\_Exp  
# m\_P\_Exp["AE3", "Dead", ] <- p\_A3D\_Exp  
#   
m\_P\_Exp

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0.9868477 0.01008927 0.003063016  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0.9789383 0.01630433 0.004757328  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle3  
##   
## PFS OS Dead  
## PFS 0.9743709 0.01991833 0.005710751  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle4  
##   
## PFS OS Dead  
## PFS 0.9708731 0.02269335 0.006433555  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle5  
##   
## PFS OS Dead  
## PFS 0.9679654 0.02500413 0.007030492  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle6  
##   
## PFS OS Dead  
## PFS 0.965443 0.02701112 0.007545832  
## OS 0.000000 0.83000000 0.170000000  
## Dead 0.000000 0.00000000 1.000000000  
##   
## , , Cycle7  
##   
## PFS OS Dead  
## PFS 0.9631965 0.02880036 0.008003102  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle8  
##   
## PFS OS Dead  
## PFS 0.9611593 0.03042417 0.008416512  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle9  
##   
## PFS OS Dead  
## PFS 0.9592875 0.03191712 0.008795392  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle10  
##   
## PFS OS Dead  
## PFS 0.9575504 0.03330337 0.009146241  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle11  
##   
## PFS OS Dead  
## PFS 0.9559256 0.03460062 0.00947379  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle12  
##   
## PFS OS Dead  
## PFS 0.9543962 0.03582224 0.009781605  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle13  
##   
## PFS OS Dead  
## PFS 0.9529489 0.03697862 0.01007245  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle14  
##   
## PFS OS Dead  
## PFS 0.9515735 0.03807803 0.01034851  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle15  
##   
## PFS OS Dead  
## PFS 0.9502613 0.03912715 0.01061156  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle16  
##   
## PFS OS Dead  
## PFS 0.9490055 0.04013149 0.01086304  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle17  
##   
## PFS OS Dead  
## PFS 0.9478002 0.04109565 0.01110417  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle18  
##   
## PFS OS Dead  
## PFS 0.9466406 0.04202349 0.01133595  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle19  
##   
## PFS OS Dead  
## PFS 0.9455224 0.04291833 0.01155927  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle20  
##   
## PFS OS Dead  
## PFS 0.9444421 0.043783 0.01177485  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle21  
##   
## PFS OS Dead  
## PFS 0.9433967 0.04461998 0.01198335  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle22  
##   
## PFS OS Dead  
## PFS 0.9423833 0.04543142 0.01218532  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle23  
##   
## PFS OS Dead  
## PFS 0.9413995 0.04621922 0.01238126  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle24  
##   
## PFS OS Dead  
## PFS 0.9404433 0.04698506 0.01257161  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle25  
##   
## PFS OS Dead  
## PFS 0.9395128 0.04773043 0.01275675  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle26  
##   
## PFS OS Dead  
## PFS 0.9386063 0.04845668 0.01293702  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle27  
##   
## PFS OS Dead  
## PFS 0.9377223 0.049165 0.01311275  
## OS 0.0000000 0.830000 0.17000000  
## Dead 0.0000000 0.000000 1.00000000  
##   
## , , Cycle28  
##   
## PFS OS Dead  
## PFS 0.9368593 0.04985647 0.01328421  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle29  
##   
## PFS OS Dead  
## PFS 0.9360163 0.05053208 0.01345165  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle30  
##   
## PFS OS Dead  
## PFS 0.935192 0.05119273 0.0136153  
## OS 0.000000 0.83000000 0.1700000  
## Dead 0.000000 0.00000000 1.0000000  
##   
## , , Cycle31  
##   
## PFS OS Dead  
## PFS 0.9343854 0.05183922 0.01377537  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle32  
##   
## PFS OS Dead  
## PFS 0.9335956 0.05247229 0.01393206  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle33  
##   
## PFS OS Dead  
## PFS 0.9328218 0.05309265 0.01408554  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle34  
##   
## PFS OS Dead  
## PFS 0.9320631 0.0537009 0.01423596  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle35  
##   
## PFS OS Dead  
## PFS 0.9313189 0.05429764 0.01438349  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle36  
##   
## PFS OS Dead  
## PFS 0.9305883 0.0548834 0.01452825  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle37  
##   
## PFS OS Dead  
## PFS 0.9298709 0.05545867 0.01467038  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle38  
##   
## PFS OS Dead  
## PFS 0.9291661 0.05602392 0.01480999  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle39  
##   
## PFS OS Dead  
## PFS 0.9284732 0.05657958 0.0149472  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle40  
##   
## PFS OS Dead  
## PFS 0.9277919 0.05712606 0.01508209  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle41  
##   
## PFS OS Dead  
## PFS 0.9271215 0.05766371 0.01521478  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle42  
##   
## PFS OS Dead  
## PFS 0.9264618 0.0581929 0.01534535  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle43  
##   
## PFS OS Dead  
## PFS 0.9258122 0.05871395 0.01547388  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle44  
##   
## PFS OS Dead  
## PFS 0.9251724 0.05922718 0.01560045  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle45  
##   
## PFS OS Dead  
## PFS 0.924542 0.05973286 0.01572513  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle46  
##   
## PFS OS Dead  
## PFS 0.9239207 0.06023128 0.015848  
## OS 0.0000000 0.83000000 0.170000  
## Dead 0.0000000 0.00000000 1.000000  
##   
## , , Cycle47  
##   
## PFS OS Dead  
## PFS 0.9233082 0.0607227 0.01596913  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle48  
##   
## PFS OS Dead  
## PFS 0.9227041 0.06120734 0.01608856  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle49  
##   
## PFS OS Dead  
## PFS 0.9221082 0.06168546 0.01620636  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle50  
##   
## PFS OS Dead  
## PFS 0.9215202 0.06215725 0.01632259  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle51  
##   
## PFS OS Dead  
## PFS 0.9209398 0.06262293 0.01643729  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle52  
##   
## PFS OS Dead  
## PFS 0.9203668 0.0630827 0.01655052  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle53  
##   
## PFS OS Dead  
## PFS 0.9198009 0.06353673 0.01666233  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle54  
##   
## PFS OS Dead  
## PFS 0.919242 0.06398521 0.01677275  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle55  
##   
## PFS OS Dead  
## PFS 0.9186899 0.0644283 0.01688183  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle56  
##   
## PFS OS Dead  
## PFS 0.9181442 0.06486617 0.01698961  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle57  
##   
## PFS OS Dead  
## PFS 0.9176049 0.06529895 0.01709614  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle58  
##   
## PFS OS Dead  
## PFS 0.9170718 0.06572681 0.01720143  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle59  
##   
## PFS OS Dead  
## PFS 0.9165446 0.06614988 0.01730554  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle60  
##   
## PFS OS Dead  
## PFS 0.9160232 0.06656828 0.01740849  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle61  
##   
## PFS OS Dead  
## PFS 0.9155075 0.06698216 0.01751032  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle62  
##   
## PFS OS Dead  
## PFS 0.9149973 0.06739162 0.01761106  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle63  
##   
## PFS OS Dead  
## PFS 0.9144925 0.06779678 0.01771073  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle64  
##   
## PFS OS Dead  
## PFS 0.9139929 0.06819776 0.01780936  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle65  
##   
## PFS OS Dead  
## PFS 0.9134984 0.06859466 0.01790699  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle66  
##   
## PFS OS Dead  
## PFS 0.9130088 0.06898759 0.01800363  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle67  
##   
## PFS OS Dead  
## PFS 0.9125241 0.06937664 0.01809931  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle68  
##   
## PFS OS Dead  
## PFS 0.912044 0.0697619 0.01819405  
## OS 0.000000 0.8300000 0.17000000  
## Dead 0.000000 0.0000000 1.00000000  
##   
## , , Cycle69  
##   
## PFS OS Dead  
## PFS 0.9115686 0.07014347 0.01828788  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle70  
##   
## PFS OS Dead  
## PFS 0.9110977 0.07052144 0.01838083  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle71  
##   
## PFS OS Dead  
## PFS 0.9106312 0.07089588 0.0184729  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle72  
##   
## PFS OS Dead  
## PFS 0.910169 0.07126689 0.01856412  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle73  
##   
## PFS OS Dead  
## PFS 0.909711 0.07163453 0.01865451  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle74  
##   
## PFS OS Dead  
## PFS 0.909257 0.07199888 0.01874409  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle75  
##   
## PFS OS Dead  
## PFS 0.9088071 0.07236002 0.01883288  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle76  
##   
## PFS OS Dead  
## PFS 0.9083611 0.07271801 0.01892089  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle77  
##   
## PFS OS Dead  
## PFS 0.9079189 0.07307292 0.01900814  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle78  
##   
## PFS OS Dead  
## PFS 0.9074805 0.07342483 0.01909465  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle79  
##   
## PFS OS Dead  
## PFS 0.9070458 0.07377378 0.01918044  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle80  
##   
## PFS OS Dead  
## PFS 0.9066147 0.07411984 0.01926551  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle81  
##   
## PFS OS Dead  
## PFS 0.906187 0.07446307 0.01934988  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle82  
##   
## PFS OS Dead  
## PFS 0.9057629 0.07480353 0.01943358  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle83  
##   
## PFS OS Dead  
## PFS 0.9053421 0.07514127 0.0195166  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle84  
##   
## PFS OS Dead  
## PFS 0.9049247 0.07547635 0.01959897  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle85  
##   
## PFS OS Dead  
## PFS 0.9045105 0.07580881 0.01968069  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle86  
##   
## PFS OS Dead  
## PFS 0.9040995 0.07613871 0.01976179  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle87  
##   
## PFS OS Dead  
## PFS 0.9036916 0.0764661 0.01984227  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle88  
##   
## PFS OS Dead  
## PFS 0.9032868 0.07679102 0.01992214  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle89  
##   
## PFS OS Dead  
## PFS 0.9028851 0.07711352 0.02000141  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle90  
##   
## PFS OS Dead  
## PFS 0.9024863 0.07743364 0.02008011  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle91  
##   
## PFS OS Dead  
## PFS 0.9020903 0.07775143 0.02015823  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle92  
##   
## PFS OS Dead  
## PFS 0.9016973 0.07806692 0.02023578  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle93  
##   
## PFS OS Dead  
## PFS 0.901307 0.07838017 0.02031279  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle94  
##   
## PFS OS Dead  
## PFS 0.9009196 0.0786912 0.02038925  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle95  
##   
## PFS OS Dead  
## PFS 0.9005348 0.07900006 0.02046518  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle96  
##   
## PFS OS Dead  
## PFS 0.9001526 0.07930678 0.02054058  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle97  
##   
## PFS OS Dead  
## PFS 0.8997731 0.0796114 0.02061547  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle98  
##   
## PFS OS Dead  
## PFS 0.8993962 0.07991396 0.02068985  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle99  
##   
## PFS OS Dead  
## PFS 0.8990218 0.08021449 0.02076374  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle100  
##   
## PFS OS Dead  
## PFS 0.8986498 0.08051302 0.02083714  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle101  
##   
## PFS OS Dead  
## PFS 0.8982804 0.08080959 0.02091005  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle102  
##   
## PFS OS Dead  
## PFS 0.8979133 0.08110422 0.02098249  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle103  
##   
## PFS OS Dead  
## PFS 0.8975486 0.08139695 0.02105447  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle104  
##   
## PFS OS Dead  
## PFS 0.8971862 0.08168781 0.02112599  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle105  
##   
## PFS OS Dead  
## PFS 0.8968261 0.08197683 0.02119706  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle106  
##   
## PFS OS Dead  
## PFS 0.8964683 0.08226404 0.02126768  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle107  
##   
## PFS OS Dead  
## PFS 0.8961127 0.08254946 0.02133787  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle108  
##   
## PFS OS Dead  
## PFS 0.8957593 0.08283312 0.02140763  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle109  
##   
## PFS OS Dead  
## PFS 0.895408 0.08311505 0.02147696  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle110  
##   
## PFS OS Dead  
## PFS 0.8950589 0.08339527 0.02154587  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle111  
##   
## PFS OS Dead  
## PFS 0.8947118 0.08367382 0.02161438  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle112  
##   
## PFS OS Dead  
## PFS 0.8943668 0.0839507 0.02168248  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle113  
##   
## PFS OS Dead  
## PFS 0.8940239 0.08422596 0.02175018  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle114  
##   
## PFS OS Dead  
## PFS 0.8936829 0.08449961 0.02181749  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle115  
##   
## PFS OS Dead  
## PFS 0.8933439 0.08477167 0.02188441  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle116  
##   
## PFS OS Dead  
## PFS 0.8930069 0.08504217 0.02195095  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle117  
##   
## PFS OS Dead  
## PFS 0.8926718 0.08531113 0.02201712  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle118  
##   
## PFS OS Dead  
## PFS 0.8923385 0.08557857 0.02208291  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle119  
##   
## PFS OS Dead  
## PFS 0.8920072 0.08584451 0.02214834  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle120  
##   
## PFS OS Dead  
## PFS 0.8916776 0.08610897 0.02221341  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle121  
##   
## PFS OS Dead  
## PFS 0.8913499 0.08637198 0.02227812  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle122  
##   
## PFS OS Dead  
## PFS 0.891024 0.08663355 0.02234248  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle123  
##   
## PFS OS Dead  
## PFS 0.8906998 0.0868937 0.02240649  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle124  
##   
## PFS OS Dead  
## PFS 0.8903774 0.08715245 0.02247017  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle125  
##   
## PFS OS Dead  
## PFS 0.8900567 0.08740982 0.0225335  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle126  
##   
## PFS OS Dead  
## PFS 0.8897377 0.08766583 0.02259651  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle127  
##   
## PFS OS Dead  
## PFS 0.8894203 0.08792049 0.02265918  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle128  
##   
## PFS OS Dead  
## PFS 0.8891046 0.08817382 0.02272154  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle129  
##   
## PFS OS Dead  
## PFS 0.8887906 0.08842584 0.02278357  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle130  
##   
## PFS OS Dead  
## PFS 0.8884781 0.08867657 0.02284529  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle131  
##   
## PFS OS Dead  
## PFS 0.8881673 0.08892601 0.02290669  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle132  
##   
## PFS OS Dead  
## PFS 0.887858 0.0891742 0.02296779  
## OS 0.000000 0.8300000 0.17000000  
## Dead 0.000000 0.0000000 1.00000000  
##   
## , , Cycle133  
##   
## PFS OS Dead  
## PFS 0.8875503 0.08942114 0.02302859  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle134  
##   
## PFS OS Dead  
## PFS 0.8872441 0.08966684 0.02308908  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle135  
##   
## PFS OS Dead  
## PFS 0.8869394 0.08991133 0.02314928  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle136  
##   
## PFS OS Dead  
## PFS 0.8866362 0.09015462 0.02320919  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle137  
##   
## PFS OS Dead  
## PFS 0.8863345 0.09039672 0.0232688  
## OS 0.0000000 0.83000000 0.1700000  
## Dead 0.0000000 0.00000000 1.0000000  
##   
## , , Cycle138  
##   
## PFS OS Dead  
## PFS 0.8860342 0.09063765 0.02332813  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle139  
##   
## PFS OS Dead  
## PFS 0.8857354 0.09087741 0.02338718  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000  
##   
## , , Cycle140  
##   
## PFS OS Dead  
## PFS 0.885438 0.09111604 0.02344596  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle141  
##   
## PFS OS Dead  
## PFS 0.885142 0.09135353 0.02350445  
## OS 0.000000 0.83000000 0.17000000  
## Dead 0.000000 0.00000000 1.00000000  
##   
## , , Cycle142  
##   
## PFS OS Dead  
## PFS 0.8848474 0.0915899 0.02356267  
## OS 0.0000000 0.8300000 0.17000000  
## Dead 0.0000000 0.0000000 1.00000000  
##   
## , , Cycle143  
##   
## PFS OS Dead  
## PFS 0.8845542 0.09182516 0.02362063  
## OS 0.0000000 0.83000000 0.17000000  
## Dead 0.0000000 0.00000000 1.00000000

# If I wanted to round my transition matrix so things sum exactly to 1, instead of 0.99999999 (in cases where this was happening):  
#round(m\_P\_SoC, digits=2)   
#m\_P\_SoC

# An explanation of conditional probabilities:  
  
## Standard of Care  
# from PFS  
# m\_P\_SoC["PFS", "PFS"] <- (1 - p\_HD) \* (1 - p\_HS\_SoC)  
  
# It's 1- p\_HD, because if you're not going from healthy to dead then you're staying in healthy (i.e. you're not going from PFS to Dead, so you're staying in PFS) so this captures all the people leftover in PFS after those going to dead, and again for 1- p\_HS\_SoC, if you're not going from healthy to sick, the only other way out of healthy per the transition probability matrix, then you're staying in PFS, so 1- p\_HS\_SoC takes away all the people who went from healthy to sick, and leaves behind all the people who stayed in healthy (or takes away all the people who went to OS and leaves behind all the people that went to PFS per my model).  
  
# m\_P\_SoC["PFS", "OS"] <- (1 - p\_HD) \* p\_HS\_SoC  
  
# This is because, when setting up the input parameters we didn't have a value for staying in progression free survival, so we have to calculate it, i.e. above we have to get the probability for going from PFS to OS, by getting all the people left in PFS after the people who went to death were gone, and then we multiply this probability by the probability of going from healthy to sick, or PFS to OS, because it's the probability conditional on being alive, the probability conditional on being left in the PFS state after the other people who went to the death state are gone, so the probability of going from PFS to OS, conditional on surviving.  
  
  
  
# m\_P\_SoC["PFS", "OS"] <- (1 - p\_HD) \* p\_HS\_SoC  
  
# p\_HS\_SoC is the probability of transitioning from healthy to sick, conditional on surviving, so it's defined as a conditional probability. So, what the Markov model wants is : m\_P\_SoC["PFS", "OS"] what's the overall probability of transitioning from PFS to OS, and so that is actually not a conditional probability, which is why we multiply the probability of surviving (1 - p\_HD) \* p\_HS\_SoC by the probability of going to OS conditional on surviving, because the transition in the model should be the marginal not the conditional, i.e. you want to have the end probability.  
  
  
#So, because you took a probability that was conditional from the literature, or digitised a PFS curve to get a transition probability - and those probabilities come from people who were necessarily still in the PFS state when you digitise a PFS curve, so those are transition probabilities conditional on being in the PFS (or healthy) state - you need to do the multiplication to give you a probability you can put in your transition matrix that reflects that the probability you are working with is conditional.  
  
  
# Adverse event transition probabilities have all been conditional, this is to reflect that probabilities on transitioning from adverse event to death will necessarily be conditional probabilities - as they come from individuals who were studied in the adverse event group - so they are necessarily probabilities conditional on experiencing the adverse event. Likewise, the probability of experiencing the adverse event when under treatment is conditional on being in PFS for the treatment in the first place, because it will come from reports of adverse events in studies of the treatments given that we look at.   
  
  
# Which means conditional probabilities kind of don't matter too much, because the probability won't be applied to anyone who isnt in the state it doesnt necessarily need to be conditional after all. And I guess it would have never been applied to anyone who wasnt in the state, because probabilities are only applied to people who are in the state when the transition probability matrix is multiplied by the cohort trace of people in the state.  
  
  
  
  
# m\_P\_SoC["PFS", "Dead"] <- p\_HD  
  
# Your probability of going from healthy to dead is not conditional on surviving, per the input parameters section.  
  
  
# from OS  
# m\_P\_SoC["OS", "OS"] <- 1 - p\_SD  
# m\_P\_SoC["OS", "Dead"] <- p\_SD  
  
# Per the input parameters, your probability of going from sick to dead is also not conditional on surviving, so we dont need to multiply our probability conditional on surviving by the number of survivors as above.  
  
# That's why though, our PFS to OS probability calculated through multiplication above is so close to the 0.05 in the input parameters, i.e. it's 0.0495, because we multiply it by 1 - p\_HD or 1-0.01, which is basically multiplying it by a number very close to 1, so the probability remains very close to where it started off. The probability is conditional on the numbers of people in the alive state, we calculate that to be nearly 100% of people, so the probability remains the same.   
  
  
# m\_P\_SoC["PFS", "PFS"] <- (1 - p\_HD) \* (1 - p\_HS\_SoC)  
# And the first one (commented out above) is the same, it's the probability of going from healthy to healthy which, because it's a conditional probability, is the number of individuals left in healthy multiplied by the probability of going from healthy to health conditional on surviving to be in healthy (so, to get a conditional probability we multiply the numbers who have survived by the probability -> here we don't have a probability for healthy to healthy, but we do have a probability for health to sick, so taking 1 - this gives us the probability of not going into sick, i.e. of staying in healthy instead).   
  
# from Dead  
# m\_P\_SoC["Dead", "Dead"] <- 1  
  
# Once you're in dead you stay in dead, you can't come back to life.  
  
  
# For handiness, we just take the treatment matrix that already exists for standard of care above, copy it as treatment A and treatment B, and then copy over it with new values specific to treatment A and treatment B, assuming that the probability of going from PFS to dead and staying in OS and going from OS to dead are the same as for standard of care (dead to dead is definitely the same as no one leaves dead) that's likely a reasonable assumption for our model, as once people progress we can assume they all go on to the same next treatment, standard of care progression treatment with the same likelihood of staying in OS and of going to the dead state, regardless of the novel therapy they were on:  
  
# ## EPI Assay  
# m\_P\_trtA <- m\_P\_SoC  
# m\_P\_trtA["PFS", "PFS"] <- (1 - p\_HD) \* (1 - p\_HS\_trtA)  
# m\_P\_trtA["PFS", "OS"] <- (1 - p\_HD) \* p\_HS\_trtA  
#   
# ## HDX Assay  
# m\_P\_trtB <- m\_P\_SoC  
# m\_P\_trtB["PFS", "PFS"] <- (1 - p\_HD) \* (1 - p\_HS\_trtB)  
# m\_P\_trtB["PFS", "OS"] <- (1 - p\_HD) \* p\_HS\_trtB  
  
  
  
# You can also think of it, per the 1hour: 05minute mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_24\Live Session Recording\Live Session Recording August 24th.mp4  
  
  
# m\_P\_SoC["PFS", "OS"] <- (1 - p\_HD) [<- if you don't die] \* p\_HS\_SoC [then you have a risk of getting sick]  
  
# It wont always be necessary to do this, i.e., to include conditional probabilities, it will depend on the data used and how things were estimated.  
  
# This approach is taken for conditional probabilities, it's probably more relevant for modelling people to really, really old ages, where their mortality gets really high (so this is particularly relevant when you have age specific mortality), where you still have this high mortality of getting sick, you can end up in problems with the probabilities where the probability of leaving the state gets too high, because you haven't properly adjusted for these really high mortality rates, as people get really old.  
  
# So, what this is doing is saying, if you don't die, then it's the remaining people who experience the probability of getting sick, so you're not adding probabilities together, which can be problematic, because sometimes you can have probabilities come to greater than one (i.e., larger than 100%).  
  
# It's always worth considering, if you're extrapolating this risk of illness that's pretty high, on top of a cohort that also has a high risk of death, maybe that's not the right extrapolation, but this is another kind of fail safe to avoid that.  
  
# Depending on how the data is estimated, this a correct interpretation of the probability estimate of going from one state to another (p\_HS\_SoC, or healthy to sick, or PFS to OS).   
  
  
# Using conditional probabilities more generally is also discussed around the 1:04 hour mark of:  
  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \\_ DARTH\August\\_25\Live Session Recording\Live Session Recording August 25th WITH CHAT.mkv

I may want to get rid of the conditional probabilities above, replacing them with standard transition probabilities per my York training.

## 04.4 Check if transition probability matrices are valid.

# This is a check in the DARTH tools package that all the transition probabilities are in [0, 1], i.e., no probabilities are greater than 100%.  
# This works as follows, according to line 205 of: https://github.com/DARTH-git/cohort-modeling-tutorial-intro/blob/main/analysis/cSTM\_time\_indep.R  
#   
# ## Check if transition probability matrices are valid ----  
# #\* Functions included in "R/Functions.R". The latest version can be found in `darthtools` package  
# ### Check that transition probabilities are [0, 1] ----  
# check\_transition\_probability(m\_P, verbose = TRUE) # m\_P >= 0 && m\_P <= 1  
# check\_transition\_probability(m\_P\_strA, verbose = TRUE) # m\_P\_strA >= 0 && m\_P\_strA <= 1  
# check\_transition\_probability(m\_P\_strB, verbose = TRUE) # m\_P\_strB >= 0 && m\_P\_strB <= 1  
# check\_transition\_probability(m\_P\_strAB, verbose = TRUE) # m\_P\_strAB >= 0 && m\_P\_strAB <= 1  
# ### Check that all rows sum to 1 ----  
# check\_sum\_of\_transition\_array(m\_P, n\_states = n\_states, n\_cycles = n\_cycles, verbose = TRUE) # rowSums(m\_P) == 1  
# check\_sum\_of\_transition\_array(m\_P\_strA, n\_states = n\_states, n\_cycles = n\_cycles, verbose = TRUE) # rowSums(m\_P\_strA) == 1  
# check\_sum\_of\_transition\_array(m\_P\_strB, n\_states = n\_states, n\_cycles = n\_cycles, verbose = TRUE) # rowSums(m\_P\_strB) == 1  
# check\_sum\_of\_transition\_array(m\_P\_strAB, n\_states = n\_states, n\_cycles = n\_cycles, verbose = TRUE) # rowSums(m\_P\_strAB) == 1  
#   
  
  
  
  
# UNCOMMENT THIS!   
check\_transition\_probability(m\_P\_SoC, verbose = TRUE)  
# UNCOMMENT THIS!   
check\_transition\_probability(m\_P\_Exp, verbose = TRUE)  
#check\_transition\_probability(m\_P\_trtA, verbose = TRUE)  
#check\_transition\_probability(m\_P\_trtB, verbose = TRUE)  
# Check that all rows sum in each matrix sum to 1 -> which we know is a necessary condition for transition probability matrices.  
# UNCOMMENT THIS!   
check\_sum\_of\_transition\_array(m\_P\_SoC, n\_states = n\_states, n\_cycles = n\_cycle, verbose = TRUE)  
# UNCOMMENT THIS!   
check\_sum\_of\_transition\_array(m\_P\_Exp, n\_states = n\_states, n\_cycles = n\_cycle, verbose = TRUE)  
#check\_sum\_of\_transition\_array(m\_P\_trtA, n\_states = n\_states, n\_cycles = n\_cycle, verbose = TRUE)  
#check\_sum\_of\_transition\_array(m\_P\_trtB, n\_states = n\_states, n\_cycles = n\_cycle, verbose = TRUE)  
  
# This error message:  
#   
# Error in check\_sum\_of\_transition\_array(m\_P\_SoC, n\_states = n\_states, n\_cycles = n\_cycle, :   
# This is not a valid transition array   
#   
# Probably reflects that:   
#   
# > m\_P\_SoC  
# , , Cycle1  
#   
# PFS OS Dead AE1 AE2 AE3  
# PFS 0.974925 0.005074995 0.020000000 0.0194985 0.0194985 0.0194985  
# [1] 1.058495  
#   
# That is, that I've put just any old probability value in at the moment and they are summing to be larger than one, when I've changed this to the actual probabilities I'm sure it'll be OK.  
#   
# Same with:  
#   
# , , Cycle28  
#   
# PFS OS Dead AE1 AE2 AE3  
# PFS 0.5804491 0.3995509 0.020000 0.01160898 0.01160898 0.01160898  
# OS 0.0000000 0.5922950 0.407705 0.00000000 0.00000000 0.00000000  
# Dead 0.0000000 0.0000000 1.000000 0.00000000 0.00000000 0.00000000  
# AE1 0.9990000 0.0000000 0.001000 0.00000000 0.00000000 0.00000000   
#   
# > 0.5804491 + 0.3995509 + 0.020000 + 0.01160898 + 0.01160898 + 0.01160898  
# [1] 1.034827  
  
# Inspect whether properly defined  
# - note that we inspect for the first two cycles  
m\_P\_SoC[ , , 1:2]

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0.9805142 0.01477733 0.004708444  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0.9688674 0.02382301 0.007309584  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000

m\_P\_Exp[ , , 1:2]

## , , Cycle1  
##   
## PFS OS Dead  
## PFS 0.9868477 0.01008927 0.003063016  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000  
##   
## , , Cycle2  
##   
## PFS OS Dead  
## PFS 0.9789383 0.01630433 0.004757328  
## OS 0.0000000 0.83000000 0.170000000  
## Dead 0.0000000 0.00000000 1.000000000

# Does it visually sum to 1?

# 05 Run Markov model

Looking in the below where more than 100% can be in a health state (1.02 in PFS in cycle 4), it seems likely that it’s the transitions from adverse events into PFS that could be causing the problems with my probabilities not summing to 1 as per verbose, as the only way to get into PFS is through one of the AE’s. I’ll focus on this possibility when repairing the transition probabilities.

PFS AE1 AE2 AE3 OS Dead

Cycle 4 1.0233086 0.01933076 0.01933076 0.01933076 0.031888685 0.06024724

# for (t in 1:n\_cycles){ # Use a for loop to loop through the number of cycles, basically we'll calculate the cohort distribution at the next cycle [t+1] based on the matrix of where they were at time t, matrix multiplied by the transition probability matrix for the current cycle (constant for us as we use a constant transition probability matrix, rather than a transition probability array).  
# We do this for each treatment, as they all have different transition probability matrices.   
# m\_M\_SoC [t + 1, ] <- m\_M\_SoC [t, ] %\*% m\_P\_SoC # estimate the state vector for the next cycle (t + 1)  
# m\_M\_trtA[t + 1, ] <- m\_M\_trtA[t, ] %\*% m\_P\_trtA # estimate the state vector for the next cycle (t + 1)  
# m\_M\_trtB[t + 1, ] <- m\_M\_trtB[t, ] %\*% m\_P\_trtB # estimate the state vector for the next cycle (t + 1)  
# }  
# head(m\_M\_SoC) # print the first few lines of the matrix for standard of care (m\_M\_SoC)  
  
  
# Above I was originally using a transition probability matrix, because I was using a time constant transition probability. But now, because my transition probabilities come from the survival curves, and thus change over time, I am using a transition probability array.   
  
# Thus, I adapt the above to reflect that my transition probability selected has to come from a certain cycle, i.e. from a certain time, and then be multiplied by the number of people in the matrix, the amount of the cohort in the matrix, at that cycle, i.e. at that time. Thats why below I pick the third dimension of the array, not row, not column, but time: R,C,T i.e. -> , ,i\_cycle  
  
  
  
# So here I once again create the Markov cohort trace by looping over all cycles  
# - note that the trace can easily be obtained using matrix multiplications  
# - note that now the right probabilities for the cycle need to be selected, like I explained above.  
for(i\_cycle in 1:(n\_cycle-1)) {  
 m\_M\_SoC[i\_cycle + 1, ] <- m\_M\_SoC[i\_cycle, ] %\*% m\_P\_SoC[ , , i\_cycle]  
 m\_M\_Exp[i\_cycle + 1, ] <- m\_M\_Exp[i\_cycle, ] %\*% m\_P\_Exp[ , , i\_cycle]  
}  
  
  
head(m\_M\_SoC) # print the first few lines of the matrix for standard of care (m\_M\_SoC)

## PFS OS Dead  
## Cycle 1 1.0000000 0.00000000 0.000000000  
## Cycle 2 0.9805142 0.01477733 0.004708444  
## Cycle 3 0.9499883 0.03562399 0.014387742  
## Cycle 4 0.9140449 0.05717774 0.028777356  
## Cycle 5 0.8747794 0.07769169 0.047528898  
## Cycle 6 0.8334820 0.09633774 0.070180295

head(m\_M\_Exp) # print the first few lines of the matrix for experimental treatment(m\_M\_Exp)

## PFS OS Dead  
## Cycle 1 1.0000000 0.00000000 0.000000000  
## Cycle 2 0.9868477 0.01008927 0.003063016  
## Cycle 3 0.9660631 0.02446398 0.009472949  
## Cycle 4 0.9413038 0.03954747 0.019148772  
## Cycle 5 0.9138865 0.05418573 0.031927771  
## Cycle 6 0.8846105 0.06782509 0.047564417

#m\_M\_SoC  
m\_M\_SoC

## PFS OS Dead  
## Cycle 1 1.000000000000000 0.00000000000000 0.000000000  
## Cycle 2 0.980514224355189 0.01477733151817 0.004708444  
## Cycle 3 0.949988269604735 0.03562398843649 0.014387742  
## Cycle 4 0.914044904041534 0.05717774013149 0.028777356  
## Cycle 5 0.874779409562102 0.07769169255661 0.047528898  
## Cycle 6 0.833481962065319 0.09633774303070 0.070180295  
## Cycle 7 0.791064941395003 0.11272115807205 0.096213901  
## Cycle 8 0.748215368460346 0.12668918735961 0.125095444  
## Cycle 9 0.705466779581530 0.13823434451161 0.156298876  
## Cycle 10 0.663239294608142 0.14743869243752 0.189322013  
## Cycle 11 0.621864731118115 0.15443915851055 0.223696110  
## Cycle 12 0.581603788716319 0.15940487909169 0.258991332  
## Cycle 13 0.542658625121295 0.16252196095655 0.294819414  
## Cycle 14 0.505182546602109 0.16398306671547 0.330834387  
## Cycle 15 0.469287772027293 0.16398026217220 0.366731966  
## Cycle 16 0.435051836561959 0.16270013323240 0.402248030  
## Cycle 17 0.402522985942753 0.16032051508845 0.437156499  
## Cycle 18 0.371724788765310 0.15700838369547 0.471266828  
## Cycle 19 0.342660120443168 0.15291859313209 0.504421286  
## Cycle 20 0.315314626920171 0.14819323148619 0.536492142  
## Cycle 21 0.289659747226042 0.14296142897686 0.567378824  
## Cycle 22 0.265655355023687 0.13733949493323 0.597005150  
## Cycle 23 0.243252066600087 0.13143129103155 0.625316642  
## Cycle 24 0.222393254015667 0.12532877067729 0.652277975  
## Cycle 25 0.203016795943699 0.11911263110590 0.677870573  
## Cycle 26 0.185056594218429 0.11285303733588 0.702090368  
## Cycle 27 0.168443880703941 0.10661038667777 0.724945733  
## Cycle 28 0.153108336430133 0.10043608987540 0.746455574  
## Cycle 29 0.138979042778989 0.09437335068715 0.766647607  
## Cycle 30 0.125985282686769 0.08845793020793 0.785556787  
## Cycle 31 0.114057208252445 0.08271888577477 0.803223906  
## Cycle 32 0.103126389741685 0.07717927710692 0.819694333  
## Cycle 33 0.093126259704313 0.07185683456219 0.835016906  
## Cycle 34 0.083992464752460 0.06676458616704 0.849242949  
## Cycle 35 0.075663136458018 0.06191144148872 0.862425422  
## Cycle 36 0.068079091809629 0.05730273153562 0.874618177  
## Cycle 37 0.061183972714055 0.05294070475198 0.885875323  
## Cycle 38 0.054924333129729 0.04882497985839 0.896250687  
## Cycle 39 0.049249681578937 0.04495295681628 0.905797362  
## Cycle 40 0.044112485997444 0.04132018759004 0.914567326  
## Cycle 41 0.039468147145270 0.03792070866867 0.922611144  
## Cycle 42 0.035274946118543 0.03474733750811 0.929977716  
## Cycle 43 0.031493970868762 0.03179193518234 0.936714094  
## Cycle 44 0.028089026051177 0.02904563759849 0.942865336  
## Cycle 45 0.025026529986772 0.02649905765047 0.948474412  
## Cycle 46 0.022275402031035 0.02414246066583 0.953582137  
## Cycle 47 0.019806943195286 0.02196591544985 0.958227141  
## Cycle 48 0.017594712460925 0.01995942315664 0.962445864  
## Cycle 49 0.015614400861353 0.01811302612370 0.966272573  
## Cycle 50 0.013843705078200 0.01641689870036 0.969739396  
## Cycle 51 0.012262202005587 0.01486142198469 0.972876376  
## Cycle 52 0.010851225476030 0.01343724426187 0.975711530  
## Cycle 53 0.009593746111870 0.01213532881241 0.978270925  
## Cycle 54 0.008474255064446 0.01094699063308 0.980578754  
## Cycle 55 0.007478652227290 0.00986392348928 0.982657424  
## Cycle 56 0.006594139357118 0.00887821859636 0.984527642  
## Cycle 57 0.005809118405234 0.00798237610962 0.986208505  
## Cycle 58 0.005113095250009 0.00716931049040 0.987717594  
## Cycle 59 0.004496588926442 0.00643235070879 0.989071060  
## Cycle 60 0.003951046369569 0.00576523614244 0.990283717  
## Cycle 61 0.003468762622999 0.00516210893670 0.991369128  
## Cycle 62 0.003042806410445 0.00461750350327 0.992339690  
## Cycle 63 0.002666950925376 0.00412633375331 0.993206715  
## Cycle 64 0.002335609660493 0.00368387858622 0.993980512  
## Cycle 65 0.002043777073313 0.00328576608671 0.994670457  
## Cycle 66 0.001786973865720 0.00292795682084 0.995285069  
## Cycle 67 0.001561196642821 0.00260672656509 0.995832077  
## Cycle 68 0.001362871708969 0.00231864875212 0.996318480  
## Cycle 69 0.001188812755511 0.00206057687118 0.996750610  
## Cycle 70 0.001036182195098 0.00182962702103 0.997134191  
## Cycle 71 0.000902455900424 0.00162316077707 0.997474383  
## Cycle 72 0.000785391110697 0.00143876850308 0.997775840  
## Cycle 73 0.000682997276336 0.00127425321025 0.998042750  
## Cycle 74 0.000593509621029 0.00112761504204 0.998278875  
## Cycle 75 0.000515365209902 0.00099703644281 0.998487598  
## Cycle 76 0.000447181322964 0.00088086805020 0.998671951  
## Cycle 77 0.000387735943832 0.00077761533604 0.998834649  
## Cycle 78 0.000335950184822 0.00068592600788 0.998978124  
## Cycle 79 0.000290872480662 0.00060457817238 0.999104549  
## Cycle 80 0.000251664394166 0.00053246925326 0.999215866  
## Cycle 81 0.000217587888052 0.00046860564888 0.999313806  
## Cycle 82 0.000187993927664 0.00041209310938 0.999399913  
## Cycle 83 0.000162312289573 0.00036212780836 0.999475560  
## Cycle 84 0.000140042460746 0.00031798808100 0.999541969  
## Cycle 85 0.000120745522300 0.00027902679795 0.999600228  
## Cycle 86 0.000104036920640 0.00024466434276 0.999651299  
## Cycle 87 0.000089580037059 0.00021438215957 0.999696038  
## Cycle 88 0.000077080474650 0.00018771683752 0.999735203  
## Cycle 89 0.000066280988637 0.00016425469816 0.999769464  
## Cycle 90 0.000056956992976 0.00014362685296 0.999799416  
## Cycle 91 0.000048912582329 0.00012550469832 0.999825583  
## Cycle 92 0.000041977014311 0.00010959581686 0.999848427  
## Cycle 93 0.000036001602208 0.00009564025485 0.999868358  
## Cycle 94 0.000030856973290 0.00008340714663 0.999885736  
## Cycle 95 0.000026430652300 0.00007269165897 0.999900878  
## Cycle 96 0.000022624933798 0.00006331222899 0.999914063  
## Cycle 97 0.000019355010788 0.00005510807140 0.999925537  
## Cycle 98 0.000016547330443 0.00004793693201 0.999935516  
## Cycle 99 0.000014138150806 0.00004167306603 0.999944189  
## Cycle 100 0.000012072275186 0.00003620542114 0.999951722  
## Cycle 101 0.000010301943427 0.00003143600686 0.999958262  
## Cycle 102 0.000008785861555 0.00002727843288 0.999963936  
## Cycle 103 0.000007488353338 0.00002365660060 0.999968855  
## Cycle 104 0.000006378619129 0.00002050353319 0.999973118  
## Cycle 105 0.000005430089023 0.00001776033084 0.999976810  
## Cycle 106 0.000004619858848 0.00001537523881 0.999980005  
## Cycle 107 0.000003928198815 0.00001330281711 0.999982769  
## Cycle 108 0.000003338125850 0.00001150320152 0.999985159  
## Cycle 109 0.000002835031677 0.00000994144666 0.999987224  
## Cycle 110 0.000002406359673 0.00000858694255 0.999989007  
## Cycle 111 0.000002041324319 0.00000741289711 0.999990546  
## Cycle 112 0.000001730667866 0.00000639587745 0.999991873  
## Cycle 113 0.000001466449426 0.00000551540383 0.999993018  
## Cycle 114 0.000001241862337 0.00000475359052 0.999994005  
## Cycle 115 0.000001051076138 0.00000409482843 0.999994854  
## Cycle 116 0.000000889099938 0.00000352550503 0.999995585  
## Cycle 117 0.000000751664390 0.00000303375725 0.999996215  
## Cycle 118 0.000000635119807 0.00000260925379 0.999996756  
## Cycle 119 0.000000536348284 0.00000224300352 0.999997221  
## Cycle 120 0.000000452687965 0.00000192718686 0.999997620  
## Cycle 121 0.000000381867814 0.00000165500771 0.999997963  
## Cycle 122 0.000000321951489 0.00000142056335 0.999998257  
## Cycle 123 0.000000271289074 0.00000121873034 0.999998510  
## Cycle 124 0.000000228475608 0.00000104506451 0.999998726  
## Cycle 125 0.000000192315473 0.00000089571334 0.999998912  
## Cycle 126 0.000000161791841 0.00000076733931 0.999999071  
## Cycle 127 0.000000136040481 0.00000065705282 0.999999207  
## Cycle 128 0.000000114327308 0.00000056235363 0.999999323  
## Cycle 129 0.000000096029174 0.00000048107973 0.999999423  
## Cycle 130 0.000000080617422 0.00000041136267 0.999999508  
## Cycle 131 0.000000067643831 0.00000035158867 0.999999581  
## Cycle 132 0.000000056728611 0.00000030036473 0.999999643  
## Cycle 133 0.000000047550142 0.00000025648912 0.999999696  
## Cycle 134 0.000000039836231 0.00000021892573 0.999999741  
## Cycle 135 0.000000033356654 0.00000018678171 0.999999780  
## Cycle 136 0.000000027916793 0.00000015928814 0.999999813  
## Cycle 137 0.000000023352233 0.00000013578316 0.999999841  
## Cycle 138 0.000000019524149 0.00000011569739 0.999999865  
## Cycle 139 0.000000016315397 0.00000009854130 0.999999885  
## Cycle 140 0.000000013627179 0.00000008389417 0.999999902  
## Cycle 141 0.000000011376221 0.00000007139469 0.999999917  
## Cycle 142 0.000000009492373 0.00000006073268 0.999999930  
## Cycle 143 0.000000007916573 0.00000005164202 0.999999940

#m\_M\_Exp  
m\_M\_Exp

## PFS OS Dead  
## Cycle 1 1.000000000000 0.000000000000 0.000000000  
## Cycle 2 0.986847718283 0.010089265902 0.003063016  
## Cycle 3 0.966063070135 0.024463980960 0.009472949  
## Cycle 4 0.941303760268 0.039547468020 0.019148772  
## Cycle 5 0.913886497087 0.054185732359 0.031927771  
## Cycle 6 0.884610488280 0.067825094814 0.047564417  
## Cycle 7 0.854041044777 0.080189149801 0.065769805  
## Cycle 8 0.822609378424 0.091153683024 0.086236939  
## Cycle 9 0.790658666171 0.100684767401 0.108656566  
## Cycle 10 0.758468967539 0.108803902523 0.132727130  
## Cycle 11 0.726272251599 0.115566815013 0.158160933  
## Cycle 12 0.694262227050 0.121049930061 0.184687843  
## Cycle 13 0.662601198235 0.125341471696 0.212057330  
## Cycle 14 0.631425102195 0.128535500967 0.240039397  
## Cycle 15 0.600847371267 0.130727887989 0.268424741  
## Cycle 16 0.570962001633 0.132013591107 0.297024407  
## Cycle 17 0.541846062993 0.132484836743 0.325669100  
## Cycle 18 0.513561800383 0.132229928469 0.354208271  
## Cycle 19 0.486158428449 0.131332499720 0.382509072  
## Cycle 20 0.459673686730 0.129871081025 0.410455232  
## Cycle 21 0.434135204079 0.127918890581 0.437945905  
## Cycle 22 0.409561706836 0.125543783070 0.464894510  
## Cycle 23 0.385964096244 0.122808309884 0.491227594  
## Cycle 24 0.363346414306 0.119769856752 0.516883729  
## Cycle 25 0.341706712885 0.116480834059 0.541812453  
## Cycle 26 0.321037837676 0.112988901769 0.565973261  
## Cycle 27 0.301328136454 0.109337215734 0.589334648  
## Cycle 28 0.282562099277 0.105564685716 0.611873215  
## Cycle 29 0.264720937151 0.101706238078 0.633572825  
## Cycle 30 0.247783104657 0.097793077992 0.654423817  
## Cycle 31 0.231724771381 0.093852947504 0.674422281  
## Cycle 32 0.216520246391 0.089910376800 0.693569377  
## Cycle 33 0.202142359582 0.085986926849 0.711870714  
## Cycle 34 0.188562803332 0.082101422180 0.729335774  
## Cycle 35 0.175752437635 0.078270172986 0.745977389  
## Cycle 36 0.163681561616 0.074507186091 0.761811252  
## Cycle 37 0.152320154109 0.070824364553 0.776855481  
## Cycle 38 0.141638085813 0.067231695865 0.791130218  
## Cycle 39 0.131605305356 0.063737428857 0.804657266  
## Cycle 40 0.122192001436 0.060348239498 0.817459759  
## Cycle 41 0.113368743103 0.057069385877 0.829561871  
## Cycle 42 0.105106600066 0.053904852699 0.840988547  
## Cycle 43 0.097377244826 0.050857485657 0.851765270  
## Cycle 44 0.090153038297 0.047929116094 0.861917846  
## Cycle 45 0.083407100491 0.045120676364 0.871472223  
## Cycle 46 0.077113367694 0.042432306323 0.880454326  
## Cycle 47 0.071246637522 0.039863451385 0.888889911  
## Cycle 48 0.065782603091 0.037412952579 0.896804444  
## Cycle 49 0.060697877486 0.035079129034 0.904222993  
## Cycle 50 0.055970009608 0.032859853333 0.911170137  
## Cycle 51 0.051577492396 0.030752620139 0.917669887  
## Cycle 52 0.047499764354 0.028754608512 0.923745627  
## Cycle 53 0.043717205228 0.026862738322 0.929420056  
## Cycle 54 0.040211126599 0.025073721132 0.934715152  
## Cycle 55 0.036963758130 0.023384105934 0.939652136  
## Cycle 56 0.033958230082 0.021790320095 0.944251450  
## Cycle 57 0.031178552715 0.020288705858 0.948532741  
## Cycle 58 0.028609593088 0.018875552735 0.952514854  
## Cycle 59 0.026237049759 0.017547126098 0.956215824  
## Cycle 60 0.024047425790 0.016299692273 0.959652882  
## Cycle 61 0.022028000478 0.015129540427 0.962842459  
## Cycle 62 0.020166800128 0.014033001512 0.965800198  
## Cycle 63 0.018452568193 0.013006464515 0.968540967  
## Cycle 64 0.016874735051 0.012046390280 0.971078875  
## Cycle 65 0.015423387637 0.011149323088 0.973427289  
## Cycle 66 0.014089239174 0.010311900243 0.975598861  
## Cycle 67 0.012863599142 0.009530859842 0.977605541  
## Cycle 68 0.011738343668 0.008803046914 0.979458609  
## Cycle 69 0.010705886460 0.008125418110 0.981168695  
## Cycle 70 0.009759150388 0.007495045086 0.982745805  
## Cycle 71 0.008891539817 0.006909116748 0.984199343  
## Cycle 72 0.008096913745 0.006364940468 0.985538146  
## Cycle 73 0.007369559836 0.005859942423 0.986770498  
## Cycle 74 0.006704169364 0.005391667147 0.987904163  
## Cycle 75 0.006095813111 0.004957776420 0.988946410  
## Cycle 76 0.005539918254 0.004556047574 0.989904034  
## Cycle 77 0.005032246236 0.004184371318 0.990783382  
## Cycle 78 0.004568871632 0.003840749141 0.991590379  
## Cycle 79 0.004146162009 0.003523290389 0.992330548  
## Cycle 80 0.003760758779 0.003230209054 0.993009032  
## Cycle 81 0.003409559010 0.002959820351 0.993630621  
## Cycle 82 0.003089698202 0.002710537129 0.994199765  
## Cycle 83 0.002798533981 0.002480866152 0.994720600  
## Cycle 84 0.002533630708 0.002269404309 0.995196965  
## Cycle 85 0.002292744966 0.002074834772 0.995632420  
## Cycle 86 0.002073811881 0.001895923133 0.996030265  
## Cycle 87 0.001874932279 0.001731513569 0.996393554  
## Cycle 88 0.001694360613 0.001580525022 0.996725114  
## Cycle 89 0.001530493648 0.001441947448 0.997027559  
## Cycle 90 0.001381859860 0.001314838132 0.997303302  
## Cycle 91 0.001247109528 0.001198318089 0.997554572  
## Cycle 92 0.001125005466 0.001091568560 0.997783426  
## Cycle 93 0.001014414384 0.000993827620 0.997991758  
## Cycle 94 0.000914298832 0.000904386894 0.998181314  
## Cycle 95 0.000823709694 0.000822588393 0.998353702  
## Cycle 96 0.000741779215 0.000747821480 0.998510399  
## Cycle 97 0.000667714517 0.000679519950 0.998652766  
## Cycle 98 0.000600791579 0.000617159248 0.998782049  
## Cycle 99 0.000540349654 0.000560253811 0.998899397  
## Cycle 100 0.000485786103 0.000508354534 0.999005859  
## Cycle 101 0.000436551605 0.000461046369 0.999102402  
## Cycle 102 0.000392145734 0.000417946041 0.999189908  
## Cycle 103 0.000352112864 0.000378699888 0.999269187  
## Cycle 104 0.000316038400 0.000342981821 0.999340980  
## Cycle 105 0.000283545290 0.000310491397 0.999405963  
## Cycle 106 0.000254290820 0.000280952004 0.999464757  
## Cycle 107 0.000227963654 0.000254109153 0.999517927  
## Cycle 108 0.000204281120 0.000229728873 0.999565990  
## Cycle 109 0.000182986704 0.000207596207 0.999609417  
## Cycle 110 0.000163847757 0.000187513800 0.999648638  
## Cycle 111 0.000146653386 0.000169300583 0.999684046  
## Cycle 112 0.000131212515 0.000152790532 0.999715997  
## Cycle 113 0.000117352120 0.000137831524 0.999744816  
## Cycle 114 0.000104915595 0.000124284260 0.999770800  
## Cycle 115 0.000093761273 0.000112021262 0.999794217  
## Cycle 116 0.000083761063 0.000100925947 0.999815313  
## Cycle 117 0.000074799205 0.000090891759 0.999834309  
## Cycle 118 0.000066771138 0.000081821364 0.999851407  
## Cycle 119 0.000059582458 0.000073625911 0.999866792  
## Cycle 120 0.000053147979 0.000066224333 0.999880628  
## Cycle 121 0.000047390863 0.000059542714 0.999893066  
## Cycle 122 0.000042241841 0.000053513695 0.999904244  
## Cycle 123 0.000037638493 0.000048075928 0.999914286  
## Cycle 124 0.000033524598 0.000043173568 0.999923302  
## Cycle 125 0.000029849544 0.000038755812 0.999931395  
## Cycle 126 0.000026567786 0.000034776468 0.999938656  
## Cycle 127 0.000023638360 0.000031193555 0.999945168  
## Cycle 128 0.000021024438 0.000027968947 0.999951007  
## Cycle 129 0.000018692925 0.000025068031 0.999956239  
## Cycle 130 0.000016614096 0.000022459403 0.999960927  
## Cycle 131 0.000014761261 0.000020114586 0.999965124  
## Cycle 132 0.000013110470 0.000018007766 0.999968882  
## Cycle 133 0.000011640235 0.000016115562 0.999972244  
## Cycle 134 0.000010331294 0.000014416799 0.999975252  
## Cycle 135 0.000009166380 0.000012892318 0.999977941  
## Cycle 136 0.000008130023 0.000011524785 0.999980345  
## Cycle 137 0.000007208373 0.000010298531 0.999982493  
## Cycle 138 0.000006389029 0.000009199394 0.999984412  
## Cycle 139 0.000005660899 0.000008214583 0.999986125  
## Cycle 140 0.000005014058 0.000007332552 0.999987653  
## Cycle 141 0.000004439638 0.000006542879 0.999989017  
## Cycle 142 0.000003929710 0.000005836166 0.999990234  
## Cycle 143 0.000003477194 0.000005203940 0.999991319

# 06 Compute and Plot Epidemiological Outcomes

## 06.1 Cohort trace

# So, we'll plot the above Markov model for standard of care (m\_M\_SoC) to show our cohort distribution over time, i.e. the proportion of our cohort in the different health states over time.  
  
# If I wanted to do the same for Treatment A and Treatment B, I would just copy this code chunk and replace m\_M\_SoC with m\_M\_trtA and m\_M\_trtB  
  
# matplot(m\_M\_SoC, type = 'l',   
 # ylab = "Probability of state occupancy",  
 # xlab = "Cycle",  
 # main = "Cohort Trace", lwd = 3) # create a plot of the data  
# legend("right", v\_names\_states, col = c("black", "red", "green"),   
 # lty = 1:3, bty = "n") # add a legend to the graph  
  
# plot a vertical line that helps identifying at which cycle the prevalence of OS is highest  
# abline(v = which.max(m\_M\_SoC[, "OS"]), col = "gray")  
# The vertical line shows you when your sick (OS) population is the greatest that it will ever be, but it can be changed from which.max to other things (so it is finding which cycle the proportion sick is the highest and putting a vertical line there).  
  
# So, you can see in the graph everyone starts in the PFS state, but that this falls over time as people progress and leave this state, then you see OS start to peak up but then fall again as people leave this state to go into the dead state, which is an absorbing state and by the end will include everyone.  
  
# Plotting the Markov cohort traces  
matplot(m\_M\_SoC,   
 type = "l",   
 ylab = "Probability of state occupancy",  
 xlab = "Cycle",  
 main = "Makrov Cohort Traces",  
 lwd = 3,  
 lty = 1) # create a plot of the data  
matplot(m\_M\_Exp,   
 type = "l",   
 lwd = 3,  
 lty = 3,  
 add = TRUE) # add a plot of the experimental data ontop of the above plot  
legend("right",   
 legend = c(paste(v\_names\_states, "(SOC)"), paste(v\_names\_states, "(Exp)")),   
 col = rep(c("black", "red", "green"), 2),   
 lty = c(1, 1, 1, 3, 3, 3), # Line type, full (1) or dashed (3), I have entered this 12 times here because we have 6 lines under standard of care (6 full lines) and 6 lines under experimental treatment (6 dashed lines)  
 lwd = 3,  
 bty = "n")  
  
# plot a vertical line that helps identifying at which cycle the prevalence of OS is highest  
abline(v = which.max(m\_M\_SoC[, "OS"]), col = "gray")  
abline(v = which.max(m\_M\_Exp[, "OS"]), col = "black")
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# The vertical line shows you when your sick (OS) population is the greatest that it will ever be, but it can be changed from which.max to other things (so it is finding which cycle the proportion sick is the highest and putting a vertical line there).  
  
# (It's probably not necessary for my own analysis and I can comment these two lines out if I'm not going to use it).  
  
# So, you can see in the graph everyone starts in the PFS state, but that this falls over time as people progress and leave this state, then you see OS start to peak up but then fall again as people leave this state to go into the dead state, which is an absorbing state and by the end will include everyone.  
  
  
# There is a lot going on with this plot, and that gives me two options for when I do it with the actual data:  
  
# 1. Do two separate plots for soc and exp, like in the plot I commented out at the start of this chunk.  
  
# 2. copy your soc and exp matrixes but get rid of the adverse event states in the copy in order to simplify things, i.e. reasssign all the people in the "adverse event" states to be in the PFS state, because we know that only people from PFS were allowed to be in an adverse event.  
  
  
  
  
#   
#   
#   
# matplot(m\_M\_SoC, type = 'l',   
# ylab = "Probability of state occupancy",  
# xlab = "Cycle",  
# main = "Cohort Trace", lwd = 3) # create a plot of the data  
# legend("right", v\_names\_states, col = c("black", "red", "green"),   
# lty = 1:3, bty = "n") # add a legend to the graph

## 06.2 Overall Survival (OS)

Although in the context of my analysis this would be PFS + OS because it is drawn from the DARTH model where healthy and sick make up OS, while dead means not OS (obviously).

# v\_os <- 1 - m\_M\_SoC[, "Dead"] # calculate the overall survival (OS) probability  
# v\_os <- rowSums(m\_M\_SoC[, 1:2]) # alternative way of calculating the OS probability  
  
# I could do my own version of this and chose just to look at pfs, rather than column 1 and 2 to look at anyone not dead.  
  
# i.e. v\_os <- (m\_M\_SoC[, 1])  
  
# best practice would be to rename v\_os if I am looking at something that isnt os, i.e. v\_pfs and to of course update the table legend, bearing in mind that yet again this is all for standard of care, and that if I wanted to know this for treatment a and/or treatment b I would need to replace the Markov model matrix above.  
  
  
# plot(v\_os, type = 'l',   
# ylim = c(0, 1),  
# ylab = "Survival probability",  
# xlab = "Cycle",  
# main = "Overall Survival") # create a simple plot showing the OS  
  
# add grid   
# grid(nx = n\_cycles, ny = 10, col = "lightgray", lty = "dotted", lwd = par("lwd"),   
# equilogs = TRUE)   
  
# Calculating and plotting overal survival (OS)  
v\_OS\_SoC <- 1 - m\_M\_SoC[, "Dead"]  
v\_OS\_Exp <- 1 - m\_M\_Exp[, "Dead"]  
  
plot(v\_OS\_SoC,   
 type = "l",  
 ylim = c(0, 1),  
 ylab = "Survival probability",  
 xlab = "Cycle",  
 main = "Overall Survival",  
 lwd = 3) # create a simple plot showing the OS  
lines(v\_OS\_Exp,  
 lty = 3,  
 lwd = 3)  
legend("right",  
 legend = c("SoC", "Exp"),  
 lty = c(1, 3),  
 lwd = 3,  
 bty = "n")  
  
# add grid - completely optional, see if it looks nicer to leave this code in or out:  
grid(nx = n\_cycle, ny = 10, col = "lightgray", lty = "dotted", lwd = par("lwd"),   
 equilogs = TRUE)
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# Per 1:12 hour mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \\_ DARTH\August\\_25\Live Session Recording\Live Session Recording August 25th WITH CHAT.mkv  
  
# Often you have a survival curve as input to your model [I guess from a published study], and having that survival curve you need to parameterise your model so that you match that survival curve, and that would be a process of, potentially of calibration, if you can't use the parameters directly in your model.  
  
# So, you could produce your survival curve and compare it to curves from trials, etc., to calibrate your model. So. we'll probably do this and have it in an appendix section.  
  
# For calibration purposes, you want to make sure that your model is outputting something that's comparable to the publications out there on actual data on the same type of patients.  
  
# Part of being comparable to the real world is that if there is a censoring process in actual patient data, then you could incorporate this process into the model to reflect that in your model and to ensure that your own model is comparable to the existing models which may be losing people due to censoring, etc., and which you'll then need to incorporate into your model to be comparable.   
  
  
# Another interesting thing you can do is, plot this to ask is that reasonable, does that make sense that this many people are alive after this amount of time? Is the OS what I would expect it to be?

## 06.2.1 Life Expectancy (LE)

v\_le <- sum(v\_OS\_SoC) # summing probability of OS over time (i.e. life expectancy)  
  
# Basically we are summing all the alive states over time through over all the cycles, so   
  
# v\_os <- rowSums(m\_M\_SoC[, 1:2])  
  
# Is basically the PFS and OS added together.  
  
# Also bear in mind that this is life expectancy under standard of care, and not under either of the new treatments, per: # v\_os <- rowSums(m\_M\_SoC[, 1:2]) above.  
  
v\_le

## [1] 20.70332

v\_le\_exp <- sum(v\_OS\_Exp) # summing probability of OS over time (i.e. life expectancy)  
  
v\_le\_exp

## [1] 25.94259

# So, if this gives a value of [1] 20.70332, that is [1] 20.70332 cycles, where in the context of our model, cycles are fortnights, so the life expectancy for our population of patients is 20.70332 fortnights or, in days:  
  
  
daily\_v\_le <- v\_le \* 14  
daily\_v\_le

## [1] 289.8465

daily\_v\_le\_exp <- v\_le\_exp \* 14  
daily\_v\_le\_exp

## [1] 363.1962

# When I calculate LE I calculate it in cycles. Note that my code gives a LE of 20.7 cycles for the SoC group which is approx. 290 days or 0.8 years. Caculating the LE for the Exp group I calculated the corresponding figures as: 25.9 cycles = 363 days = 1 year (approx.). So a LE gain of about 0.2 life-years.  
  
  
  
  
  
  
  
  
  
  
# Discounted life expectancy:  
  
# If you wanted discounted life expectancy, if you were using life years and you wanted them discounted for your health economic outcomes, you could apply the discount rates - the discount factors - to the vector for overall survival [v\_os] and then take it's sum [add it up] as above to get life expectancy that is discounted.  
  
# As the 1:12 hour mark of: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Cost-Effectiveness and Decision Modeling using R Workshop \_ DARTH\August\_25\Live Session Recording\Live Session Recording August 25th WITH CHAT.mkv

## 06.3 Disease prevalence

# Disease prevalence is the proportion who are sick divided by the proportion who are alive, so it's necessary to account for the fact that some of the cohort have died, so you only calculate prevalence among people who are alive,in the diagram you can see it plateauing over time, even though the number of people in the OS (or "progressed") state have gone up and come down over time and this is because this is prevalence as a proportion of those who are alive, and there are few people who are still alive by cycle 60.  
  
# Probably looks a bit funny dividing OS by v\_os below, but it's necessary to remember that v\_os is PFS + OS, because it's anyone who is not dead.  
  
# So, I guess in our context you can think of this as progression prevalence over time:  
  
v\_prev <- m\_M\_SoC[, "OS"]/v\_OS\_SoC  
plot(v\_prev,  
 ylim = c(0, 1),  
 ylab = "Prevalence",  
 xlab = "Cycle",  
 main = "Disease prevalence")

![](data:image/png;base64,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)

# 07 Compute Cost-Effectiveness Outcomes

Good mathematical notation here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Applied Cost Effectiveness Modeling with R\rcea-master\rcea-master\vignettes

## 07.1 Including ADVERSE EVENTS in Mean Costs and QALYs for each strategy

# Calculate the costs and QALYs per cycle by multiplying m\_M (the Markov trace) with the cost/utility vectors for the different states  
  
# per cycle  
# calculate expected costs by multiplying cohort trace with the cost vector for the different health states  
  
# Basically, you take the cohort trace over time for each strategy [m\_M\_SoC] and multiply this by a vector of our costs for each state: [c(c\_H, c\_S, c\_D)] -> So, basically the number of people in each state at each cycle multiplied by the cost of being in that state [cost of healthy, cost of sick and cost of dead] for each strategy that we look at (standard of care, treatment A and treatment B).  
  
# Bear in mind we are doing matrix multiplication [%\*%], because what this does is for each cycle [row in the matrix], take the vector of costs, and multiply it by the distribution in that cycle [breakdown of proportions in the states in that row] and add it all together, to get the total costs for that cycle [row]. This gives us a vector of the costs accrued in this cohort of individuals ending up in these different states for each cycle on a per person basis, because it's a cohort distribution (it always sums to 1).  
  
# So, in cycle 1 everyone is in the OS state, so they only incur the OS cost, as more and more time passes and more and more people get sick, the costs increases due to more people being in the PFS state, but over time this falls again as more and more people go into the dead state, which has no costs as we don't treat corpses.  
  
# v\_tc\_SoC <- m\_M\_SoC %\*% c(c\_H, c\_S, c\_D)   
# v\_tc\_trtA <- m\_M\_trtA %\*% c(c\_H + c\_trtA, c\_S, c\_D)   
# v\_tc\_trtB <- m\_M\_trtB %\*% c(c\_H + c\_trtB, c\_S, c\_D)   
  
# 1. Probability of adverse events 1,2 3 in the PFS state under standard of care and exp care:  
  
# AE1:Leukopenia = 0.040 AE2:Diarrhea = 0.310 AE3:Vomiting = 0.31  
  
p\_FA1\_STD <- 0.040 # probability of adverse event 1 when progression-free under SOC  
p\_FA2\_STD <- 0.310 # probability of adverse event 2 when progression-free under SOC  
p\_FA3\_STD <- 0.310 # probability of adverse event 3 when progression-free under SOC  
  
p\_FA1\_EXPR <- 0.070 # probability of adverse event 1 when progression-free under EXPR  
p\_FA2\_EXPR <- 0.110 # probability of adverse event 2 when progression-free under EXPR  
p\_FA3\_EXPR <- 0.070 # probability of adverse event 3 when progression-free under EXPR  
  
# 2. Cost of treating the AE conditional on it occurring  
c\_AE1 <- 2835.89  
c\_AE2 <- 1458.80  
c\_AE3 <- 409.03   
#3. Disutiltiy of AE (negative qol impact x duration of event)  
  
  
AE1\_DisUtil <-0.45  
AE2\_DisUtil <-0.19  
AE3\_DisUtil <-0.36  
  
daily\_utility <- u\_F/14  
AE1\_discounted\_daily\_utility <- daily\_utility \* (1-AE1\_DisUtil)  
AE2\_discounted\_daily\_utility <- daily\_utility \* (1-AE2\_DisUtil)  
AE3\_discounted\_daily\_utility <- daily\_utility \* (1-AE3\_DisUtil)  
  
  
u\_AE1 <- (AE1\_discounted\_daily\_utility\*7) + (daily\_utility\*7)  
u\_AE2 <- (AE2\_discounted\_daily\_utility\*7) + (daily\_utility\*7)  
u\_AE3 <- (AE3\_discounted\_daily\_utility\*7) + (daily\_utility\*7)  
  
  
# I then adjust my state costs and utilities:  
  
# uState<-uState-pAE1\*duAE1  
  
  
c\_F\_SoC<-c\_F\_SoC +p\_FA1\_STD\*c\_AE1 +p\_FA2\_STD\*c\_AE2 +p\_FA3\_STD\*c\_AE3  
c\_F\_Exp<-c\_F\_Exp +p\_FA1\_EXPR\*c\_AE1 +p\_FA2\_EXPR\*c\_AE2 +p\_FA3\_EXPR\*c\_AE3  
  
  
u\_F\_SoC<-u\_F  
u\_F\_Exp<-u\_F  
  
  
u\_F\_SoC<-u\_F-p\_FA1\_STD\*u\_AE1 -p\_FA2\_STD\*u\_AE2 -p\_FA3\_STD\*u\_AE3  
u\_F\_Exp<-u\_F-p\_FA1\_EXPR\*u\_AE1 -p\_FA2\_EXPR\*u\_AE2 -p\_FA3\_EXPR\*u\_AE3  
  
  
v\_tc\_SoC <- m\_M\_SoC %\*% c(c\_F\_SoC, c\_P, c\_D)  
v\_tc\_Exp <- m\_M\_Exp %\*% c(c\_F\_Exp, c\_P, c\_D)  
  
v\_tc\_SoC

## [,1]  
## Cycle 1 1365.27290000000  
## Cycle 2 1348.88093020235  
## Cycle 3 1321.61012829862  
## Cycle 4 1287.43169885667  
## Cycle 5 1247.99913474360  
## Cycle 6 1204.50164263568  
## Cycle 7 1157.91210127763  
## Cycle 8 1109.06292817166  
## Cycle 9 1058.67737275735  
## Cycle 10 1007.38572039179  
## Cycle 11 955.73561217531  
## Cycle 12 904.19985082165  
## Cycle 13 853.18304028956  
## Cycle 14 803.02761919057  
## Cycle 15 754.01951821648  
## Cycle 16 706.39352861953  
## Cycle 17 660.33840667114  
## Cycle 18 616.00171366074  
## Cycle 19 573.49438257793  
## Cycle 20 532.89500192931  
## Cycle 21 494.25380976016  
## Cycle 22 457.59639474248  
## Cycle 23 422.92710512672  
## Cycle 24 390.23216996383  
## Cycle 25 359.48254009356  
## Cycle 26 330.63645891256  
## Cycle 27 303.64177489800  
## Cycle 28 278.43800931784  
## Cycle 29 254.95819356593  
## Cycle 30 233.13049118337  
## Cycle 31 212.87961992480  
## Cycle 32 194.12808925558  
## Cycle 33 176.79726847182  
## Cycle 34 160.80830026389  
## Cycle 35 146.08287403267  
## Cycle 36 132.54387265004  
## Cycle 37 120.11590565855  
## Cycle 38 108.72574115434  
## Cycle 39 98.30264781254  
## Cycle 40 88.77865771241  
## Cycle 41 80.08875981487  
## Cycle 42 72.17103314946  
## Cycle 43 64.96672799021  
## Cycle 44 58.42030254838  
## Cycle 45 52.47942198961  
## Cycle 46 47.09492589888  
## Cycle 47 42.22076967052  
## Cycle 48 37.81394469589  
## Cycle 49 33.83438165774  
## Cycle 50 30.24484071878  
## Cycle 51 27.01079191241  
## Cycle 52 24.10028860405  
## Cycle 53 21.48383649197  
## Cycle 54 19.13426025444  
## Cycle 55 17.02656962400  
## Cycle 56 15.13782637756  
## Cycle 57 13.44701347083  
## Cycle 58 11.93490731504  
## Cycle 59 10.58395399050  
## Cycle 60 9.37815001417  
## Cycle 61 8.30292812316  
## Cycle 62 7.34504840296  
## Cycle 63 6.49249497426  
## Cycle 64 5.73437835510  
## Cycle 65 5.06084353308  
## Cycle 66 4.46298371421  
## Cycle 67 3.93275965902  
## Cycle 68 3.46292447112  
## Cycle 69 3.04695366779  
## Cycle 70 2.67898033450  
## Cycle 71 2.35373514446  
## Cycle 72 2.06649101033  
## Cycle 73 1.81301212550  
## Cycle 74 1.58950714783  
## Cycle 75 1.39258627739  
## Cycle 76 1.21922198168  
## Cycle 77 1.06671312598  
## Cycle 78 0.93265227305  
## Cycle 79 0.81489592388  
## Cycle 80 0.71153748064  
## Cycle 81 0.62088272242  
## Cycle 82 0.54142759525  
## Cycle 83 0.47183812843  
## Cycle 84 0.41093230024  
## Cycle 85 0.35766368731  
## Cycle 86 0.31110674248  
## Cycle 87 0.27044355688  
## Cycle 88 0.23495197222  
## Cycle 89 0.20399491909  
## Cycle 90 0.17701086691  
## Cycle 91 0.15350527975  
## Cycle 92 0.13304298143  
## Cycle 93 0.11524134075  
## Cycle 94 0.09976419587  
## Cycle 95 0.08631644350  
## Cycle 96 0.07463922546  
## Cycle 97 0.06450565121  
## Cycle 98 0.05571700058  
## Cycle 99 0.04809935624  
## Cycle 100 0.04150062027  
## Cycle 101 0.03578787364  
## Cycle 102 0.03084504137  
## Cycle 103 0.02657083002  
## Cycle 104 0.02287690734  
## Cycle 105 0.01968629720  
## Cycle 106 0.01693196561  
## Cycle 107 0.01455557607  
## Cycle 108 0.01250639508  
## Cycle 109 0.01074033039  
## Cycle 110 0.00921908669  
## Cycle 111 0.00790942494  
## Cycle 112 0.00678251317  
## Cycle 113 0.00581335802  
## Cycle 114 0.00498030711  
## Cycle 115 0.00426461411  
## Cycle 116 0.00365005854  
## Cycle 117 0.00312261396  
## Cycle 118 0.00267015842  
## Cycle 119 0.00228222207  
## Cycle 120 0.00194976728  
## Cycle 121 0.00166499721  
## Cycle 122 0.00142118933  
## Cycle 123 0.00121255066  
## Cycle 124 0.00103409204  
## Cycle 125 0.00088151894  
## Cycle 126 0.00075113682  
## Cycle 127 0.00063976902  
## Cycle 128 0.00054468558  
## Cycle 129 0.00046354175  
## Cycle 130 0.00039432461  
## Cycle 131 0.00033530709  
## Cycle 132 0.00028500807  
## Cycle 133 0.00024215803  
## Cycle 134 0.00020566939  
## Cycle 135 0.00017461083  
## Cycle 136 0.00014818533  
## Cycle 137 0.00012571105  
## Cycle 138 0.00010660500  
## Cycle 139 0.00009036897  
## Cycle 140 0.00007657737  
## Cycle 141 0.00006486681  
## Cycle 142 0.00005492718  
## Cycle 143 0.00004649395

v\_tc\_Exp

## [,1]  
## Cycle 1 3640.80240000  
## Cycle 2 3599.88942568  
## Cycle 3 3534.14984442  
## Cycle 4 3454.42908086  
## Cycle 5 3364.72357670  
## Cycle 6 3267.56048581  
## Cycle 7 3164.80699182  
## Cycle 8 3057.94721727  
## Cycle 9 2948.20715735  
## Cycle 10 2836.62131006  
## Cycle 11 2724.07273719  
## Cycle 12 2611.31950515  
## Cycle 13 2499.01349655  
## Cycle 14 2387.71462937  
## Cycle 15 2277.90213650  
## Cycle 16 2169.98385758  
## Cycle 17 2064.30411846  
## Cycle 18 1961.15056055  
## Cycle 19 1860.76015703  
## Cycle 20 1763.32457627  
## Cycle 21 1668.99500470  
## Cycle 22 1577.88651017  
## Cycle 23 1490.08200621  
## Cycle 24 1405.63586365  
## Cycle 25 1324.57720632  
## Cycle 26 1246.91292080  
## Cycle 27 1172.63040520  
## Cycle 28 1101.70007832  
## Cycle 29 1034.07766795  
## Cycle 30 969.70629487  
## Cycle 31 908.51836757  
## Cycle 32 850.43730129  
## Cycle 33 795.37907410  
## Cycle 34 743.25363168  
## Cycle 35 693.96615168  
## Cycle 36 647.41817810  
## Cycle 37 603.50863504  
## Cycle 38 562.13472924  
## Cycle 39 523.19274968  
## Cycle 40 486.57877255  
## Cycle 41 452.18927900  
## Cycle 42 419.92169309  
## Cycle 43 389.67484641  
## Cycle 44 361.34937600  
## Cycle 45 334.84806143  
## Cycle 46 310.07610649  
## Cycle 47 286.94137106  
## Cycle 48 265.35455770  
## Cycle 49 245.22935777  
## Cycle 50 226.48256116  
## Cycle 51 209.03413367  
## Cycle 52 192.80726563  
## Cycle 53 177.72839515  
## Cycle 54 163.72720901  
## Cycle 55 150.73662420  
## Cycle 56 138.69275257  
## Cycle 57 127.53485107  
## Cycle 58 117.20525963  
## Cycle 59 107.64932881  
## Cycle 60 98.81533889  
## Cycle 61 90.65441203  
## Cycle 62 83.12041901  
## Cycle 63 76.16988167  
## Cycle 64 69.76187248  
## Cycle 65 63.85791197  
## Cycle 66 58.42186511  
## Cycle 67 53.41983740  
## Cycle 68 48.82007128  
## Cycle 69 44.59284354  
## Cycle 70 40.71036421  
## Cycle 71 37.14667736  
## Cycle 72 33.87756416  
## Cycle 73 30.88044855  
## Cycle 74 28.13430574  
## Cycle 75 25.61957366  
## Cycle 76 23.31806767  
## Cycle 77 21.21289844  
## Cycle 78 19.28839327  
## Cycle 79 17.53002072  
## Cycle 80 15.92431865  
## Cycle 81 14.45882569  
## Cycle 82 13.12201600  
## Cycle 83 11.90323736  
## Cycle 84 10.79265253  
## Cycle 85 9.78118370  
## Cycle 86 8.86046008  
## Cycle 87 8.02276845  
## Cycle 88 7.26100659  
## Cycle 89 6.56863947  
## Cycle 90 5.93965814  
## Cycle 91 5.36854113  
## Cycle 92 4.85021831  
## Cycle 93 4.38003709  
## Cycle 94 3.95373081  
## Cycle 95 3.56738926  
## Cycle 96 3.21743115  
## Cycle 97 2.90057849  
## Cycle 98 2.61383280  
## Cycle 99 2.35445290  
## Cycle 100 2.11993436  
## Cycle 101 1.90799039  
## Cycle 102 1.71653420  
## Cycle 103 1.54366256  
## Cycle 104 1.38764066  
## Cycle 105 1.24688814  
## Cycle 106 1.11996608  
## Cycle 107 1.00556513  
## Cycle 108 0.90249444  
## Cycle 109 0.80967156  
## Cycle 110 0.72611309  
## Cycle 111 0.65092609  
## Cycle 112 0.58330015  
## Cycle 113 0.52250022  
## Cycle 114 0.46785986  
## Cycle 115 0.41877520  
## Cycle 116 0.37469933  
## Cycle 117 0.33513715  
## Cycle 118 0.29964072  
## Cycle 119 0.26780493  
## Cycle 120 0.23926363  
## Cycle 121 0.21368597  
## Cycle 122 0.19077323  
## Cycle 123 0.17025574  
## Cycle 124 0.15189024  
## Cycle 125 0.13545733  
## Cycle 126 0.12075929  
## Cycle 127 0.10761797  
## Cycle 128 0.09587293  
## Cycle 129 0.08537976  
## Cycle 130 0.07600854  
## Cycle 131 0.06764242  
## Cycle 132 0.06017636  
## Cycle 133 0.05351597  
## Cycle 134 0.04757650  
## Cycle 135 0.04228183  
## Cycle 136 0.03756366  
## Cycle 137 0.03336075  
## Cycle 138 0.02961816  
## Cycle 139 0.02628665  
## Cycle 140 0.02332214  
## Cycle 141 0.02068510  
## Cycle 142 0.01834021  
## Cycle 143 0.01625580

# calculate expected QALYs by multiplying cohort trace with the utilities for the different health states   
  
# The three vectors of utilities are basically built in the exact same way as the three vectors of costs above:  
  
# v\_tu\_SoC <- m\_M\_SoC %\*% c(u\_H, u\_S, u\_D)   
# v\_tu\_trtA <- m\_M\_trtA %\*% c(u\_H, u\_S, u\_D)   
# v\_tu\_trtB <- m\_M\_trtB %\*% c(u\_H, u\_S, u\_D)   
  
# The file I am mirroring has the following qoute:  
  
# "  
  
# - note that to obtain QALYs, the utility needs to be mutiplied by the cycle length as well  
  
  
# v\_tu\_SoC <- m\_M\_SoC %\*% c(u\_F, u\_P, u\_D) \* t\_cycle  
# v\_tu\_Exp <- m\_M\_Exp %\*% c(u\_F, u\_P, u\_D) \* t\_cycle  
  
# To get the QALY's we not only need to multiply the state occupancy with the utilities, but also with the duration of the time cycle, because QALY's are 2-dimensional in that they combine the duration of time and the health utility.  
  
# "  
  
# Maybe that's because the utility originally came from a year in the disease state, and we want it to reflect the proportion of a year that is our cycle length?  
  
# So in the example t\_cycle <- 1/4 # cycle length of 3 months (in years) - so maybe their utility originally came from a years utility and they wanted to decrease it to 3 months, aka the cycle lengths, utility.  
  
# If that was the case it would be:  
  
# A year of utility in this state is 0.75, so 3 months should be a quarter of this, should be 0.25 of this. So, t\_cycle (0.25) \* u\_F (0.75) = 0.1875 i.e. your utility for 3 months if u\_F is your utility for 12 months.  
  
# v\_tu\_SoC <- m\_M\_SoC %\*% c(u\_F, u\_P, u\_D) \* t\_cycle  
  
# I did the maths on his approach, and without \*t\_cycle the first cycle of each utility value is 0.8, but after \*t\_cycle it is 0.2, i.e. a quarter of what it was before. Which is why I think again that he is just making the yearly utility lower to match the 3 monthly cycles, i.e. quartering a yearly utility. A quarter of utility for a quarter of a year.  
  
# So, I think he's just trying to generate the QALYs per cycle in both states.  
  
# And slide 25 of C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Health Economic Modeling in R A Hands-on Introduction\Health-Eco\Markov models kind of proves that.  
  
# In it they say: cycles are 6 months.  
  
# Their R code in:   
  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Health Economic Modeling in R A Hands-on Introduction\Health-Eco\Markov models\markov\_smoking\_deterministic.R  
  
# Says:  
  
# Now define the QALYS associated with the states per cycle  
  
# QALY associated with 1 - year in the smoking state is Normal(mean = 0.95, SD = 0.01)  
# Divide by 2 as cycle length is 6 months  
# state\_qalys["Smoking"] <- 0.95 / 2 [I know they divide by 2 but we could have also multiplied by a half, i.e. \*0.05].  
  
# QALY associated with 1 - year in the not smoking state is 1 (no uncertainty)  
# So all PSA samples have the same value  
# Again divide by 2 as cycle length is 6 months  
# state\_qalys["Not smoking"] <- 1.0 / 2  
  
# I like their approach, they define utility at the start, then they can do the following:  
  
 # Now use the cohort vectors to calculate the   
 # total QALYs for each cycle  
 # cycle\_qalys[i\_treatment, ] <- cohort\_vectors[i\_treatment, , ] %\*% state\_qalys[]  
  
# i.e., take the cohort (or Markov trace) for each of the treatment options and multiply it by the state qalys.  
  
# So, I could take where he says: "QALY's are 2-dimensional in that they combine the duration of time and the health utility." as saying "we need to give the patient a utility for this health state that matches how long they were in this health state, i.e., if the utility of one year in this state is x and we know the patient was in this health state for 2 weeks, then we need to give them 2 weeks of x as their utility."  
  
  
# Andrew calculated QALYs as:   
#  
# QALYs.SP0 <- trace.SP0%\*%state.utilities  
# QALYs.SP0  
#   
# undisc.QALYs.SP0 <- colSums(QALYs.SP0)  
# undisc.QALYs.SP0  
  
# However, he described the values that he started off with as:  
  
# The quality of life utilities of a year spent in each of the model health states has been  
# estimated to be 0.85, 0.3 and 0.75 for the Successful primary, Revision, and Successful revision health states respectively.  
  
# and said the cycle length is one year, so maybe that's why he doesnt need to multiply by the time passed, because his utilities are for a year spent in this state, whereas when we start our utilies may not necessarily match.  
  
# So, what I think this means is that provided utilities are for the period of the cycle we can do the below, and if they are not for the period of the cycle then we can just convert them like in the smoking file above and then apply them as though they are for the period of the cycle:  
  
  
  
  
v\_tu\_SoC <- m\_M\_SoC %\*% c(u\_F\_SoC, u\_P, u\_D)  
v\_tu\_Exp <- m\_M\_Exp %\*% c(u\_F\_Exp, u\_P, u\_D)  
  
v\_tu\_SoC

## [,1]  
## Cycle 1 0.36911250000000  
## Cycle 2 0.37152532212412  
## Cycle 3 0.37380813764819  
## Cycle 4 0.37455093072850  
## Cycle 5 0.37339161497378  
## Cycle 6 0.37026814369279  
## Cycle 7 0.36526071092749  
## Cycle 8 0.35852361697456  
## Cycle 9 0.35024893061083  
## Cycle 10 0.34064506421544  
## Cycle 11 0.32992349859670  
## Cycle 12 0.31829039987215  
## Cycle 13 0.30594135638684  
## Cycle 14 0.29305818609772  
## Cycle 15 0.27980715316435  
## Cycle 16 0.26633815762404  
## Cycle 17 0.25278460045629  
## Cycle 18 0.23926371549519  
## Cycle 19 0.22587721924294  
## Cycle 20 0.21271217069509  
## Cycle 21 0.19984196228293  
## Cycle 22 0.18732738393778  
## Cycle 23 0.17521771760344  
## Cycle 24 0.16355183091310  
## Cycle 25 0.15235924731161  
## Cycle 26 0.14166117640177  
## Cycle 27 0.13147149325689  
## Cycle 28 0.12179765924958  
## Cycle 29 0.11264157987441  
## Cycle 30 0.10400039729087  
## Cycle 31 0.09586721703468  
## Cycle 32 0.08823176965302  
## Cycle 33 0.08108100900053  
## Cycle 34 0.07439964965452  
## Cycle 35 0.06817064642353  
## Cycle 36 0.06237561927373  
## Cycle 37 0.05699522721720  
## Cycle 38 0.05200949482030  
## Cycle 39 0.04739809502239  
## Cycle 40 0.04314059192126  
## Cycle 41 0.03921664709779  
## Cycle 42 0.03560619292945  
## Cycle 43 0.03228957619082  
## Cycle 44 0.02924767506733  
## Cycle 45 0.02646199252255  
## Cycle 46 0.02391472876497  
## Cycle 47 0.02158883536257  
## Cycle 48 0.01946805335505  
## Cycle 49 0.01753693751834  
## Cycle 50 0.01578086874591  
## Cycle 51 0.01418605632783  
## Cycle 52 0.01273953173374  
## Cycle 53 0.01142913533979  
## Cycle 54 0.01024349738398  
## Cycle 55 0.00917201428828  
## Cycle 56 0.00820482135109  
## Cycle 57 0.00733276268861  
## Cycle 58 0.00654735918923  
## Cycle 59 0.00584077514083  
## Cycle 60 0.00520578409568  
## Cycle 61 0.00463573445254  
## Cycle 62 0.00412451515830  
## Cycle 63 0.00366652186310  
## Cycle 64 0.00325662380185  
## Cycle 65 0.00289013162134  
## Cycle 66 0.00256276632456  
## Cycle 67 0.00227062946313  
## Cycle 68 0.00201017467255  
## Cycle 69 0.00177818061448  
## Cycle 70 0.00157172536415  
## Cycle 71 0.00138816225864  
## Cycle 72 0.00122509720335  
## Cycle 73 0.00108036741883  
## Cycle 74 0.00095202159732  
## Cycle 75 0.00083830142887  
## Cycle 76 0.00073762444870  
## Cycle 77 0.00064856815200  
## Cycle 78 0.00056985531771  
## Cycle 79 0.00050034048057  
## Cycle 80 0.00043899748831  
## Cycle 81 0.00038490808110  
## Cycle 82 0.00033725142972  
## Cycle 83 0.00029529457042  
## Cycle 84 0.00025838367544  
## Cycle 85 0.00022593610027  
## Cycle 86 0.00019743315066  
## Cycle 87 0.00017241351515  
## Cycle 88 0.00015046731108  
## Cycle 89 0.00013123069522  
## Cycle 90 0.00011438099249  
## Cycle 91 0.00009963229945  
## Cycle 92 0.00008673152166  
## Cycle 93 0.00007545480705  
## Cycle 94 0.00006560433986  
## Cycle 95 0.00005700546248  
## Cycle 96 0.00004950409472  
## Cycle 97 0.00004296442283  
## Cycle 98 0.00003726683232  
## Cycle 99 0.00003230606111  
## Cycle 100 0.00002798955141  
## Cycle 101 0.00002423598055  
## Cycle 102 0.00002097395270  
## Cycle 103 0.00001814083521  
## Cycle 104 0.00001568172463  
## Cycle 105 0.00001354852878  
## Cycle 106 0.00001169915288  
## Cycle 107 0.00001009677841  
## Cycle 108 0.00000870922497  
## Cycle 109 0.00000750838596  
## Cycle 110 0.00000646973009  
## Cycle 111 0.00000557186145  
## Cycle 112 0.00000479613149  
## Cycle 113 0.00000412629731  
## Cycle 114 0.00000354822075  
## Cycle 115 0.00000304960382  
## Cycle 116 0.00000261975617  
## Cycle 117 0.00000224939093  
## Cycle 118 0.00000193044562  
## Cycle 119 0.00000165592514  
## Cycle 120 0.00000141976425  
## Cycle 121 0.00000121670720  
## Cycle 122 0.00000104220250  
## Cycle 123 0.00000089231091  
## Cycle 124 0.00000076362514  
## Cycle 125 0.00000065319972  
## Cycle 126 0.00000055848994  
## Cycle 127 0.00000047729857  
## Cycle 128 0.00000040772950  
## Cycle 129 0.00000034814740  
## Cycle 130 0.00000029714263  
## Cycle 131 0.00000025350082  
## Cycle 132 0.00000021617631  
## Cycle 133 0.00000018426928  
## Cycle 134 0.00000015700578  
## Cycle 135 0.00000013372047  
## Cycle 136 0.00000011384173  
## Cycle 137 0.00000009687865  
## Cycle 138 0.00000008240991  
## Cycle 139 0.00000007007406  
## Cycle 140 0.00000005956117  
## Cycle 141 0.00000005060565  
## Cycle 142 0.00000004298000  
## Cycle 143 0.00000003648942

v\_tu\_Exp

## [,1]  
## Cycle 1 0.670480000000  
## Cycle 2 0.668219680991  
## Cycle 3 0.663627554888  
## Cycle 4 0.656831199398  
## Cycle 5 0.647963344600  
## Cycle 6 0.637199951811  
## Cycle 7 0.624740387072  
## Cycle 8 0.610793030011  
## Cycle 9 0.595565921305  
## Cycle 10 0.579260809996  
## Cycle 11 0.562069449011  
## Cycle 12 0.544171392533  
## Cycle 13 0.525732807995  
## Cycle 14 0.506905978149  
## Cycle 15 0.487829272680  
## Cycle 16 0.468627437074  
## Cycle 17 0.449412092199  
## Cycle 18 0.430282369426  
## Cycle 19 0.411325627924  
## Cycle 20 0.392618216145  
## Cycle 21 0.374226250508  
## Cycle 22 0.356206392195  
## Cycle 23 0.338606608674  
## Cycle 24 0.321466910753  
## Cycle 25 0.304820058994  
## Cycle 26 0.288692235555  
## Cycle 27 0.273103679156  
## Cycle 28 0.258069282039  
## Cycle 29 0.243599148691  
## Cycle 30 0.229699116705  
## Cycle 31 0.216371240593  
## Cycle 32 0.203614239720  
## Cycle 33 0.191423911704  
## Cycle 34 0.179793512795  
## Cycle 35 0.168714106826  
## Cycle 36 0.158174884392  
## Cycle 37 0.148163453887  
## Cycle 38 0.138666106089  
## Cycle 39 0.129668053892  
## Cycle 40 0.121153648796  
## Cycle 41 0.113106575696  
## Cycle 42 0.105510027467  
## Cycle 43 0.098346860788  
## Cycle 44 0.091599734579  
## Cycle 45 0.085251232374  
## Cycle 46 0.079283969881  
## Cycle 47 0.073680688926  
## Cycle 48 0.068424338896  
## Cycle 49 0.063498146769  
## Cycle 50 0.058885676708  
## Cycle 51 0.054570880192  
## Cycle 52 0.050538137537  
## Cycle 53 0.046772291671  
## Cycle 54 0.043258674898  
## Cycle 55 0.039983129408  
## Cycle 56 0.036932022167  
## Cycle 57 0.034092254831  
## Cycle 58 0.031451269251  
## Cycle 59 0.028997049086  
## Cycle 60 0.026718118021  
## Cycle 61 0.024603535038  
## Cycle 62 0.022642887132  
## Cycle 63 0.020826279857  
## Cycle 64 0.019144326039  
## Cycle 65 0.017588132950  
## Cycle 66 0.016149288240  
## Cycle 67 0.014819844850  
## Cycle 68 0.013592305156  
## Cycle 69 0.012459604525  
## Cycle 70 0.011415094458  
## Cycle 71 0.010452525502  
## Cycle 72 0.009566030032  
## Cycle 73 0.008750105054  
## Cycle 74 0.007999595120  
## Cycle 75 0.007309675447  
## Cycle 76 0.006675835314  
## Cycle 77 0.006093861813  
## Cycle 78 0.005559823993  
## Cycle 79 0.005070057457  
## Cycle 80 0.004621149431  
## Cycle 81 0.004209924354  
## Cycle 82 0.003833429984  
## Cycle 83 0.003488924062  
## Cycle 84 0.003173861518  
## Cycle 85 0.002885882246  
## Cycle 86 0.002622799427  
## Cycle 87 0.002382588414  
## Cycle 88 0.002163376168  
## Cycle 89 0.001963431222  
## Cycle 90 0.001781154185  
## Cycle 91 0.001615068754  
## Cycle 92 0.001463813229  
## Cycle 93 0.001326132509  
## Cycle 94 0.001200870561  
## Cycle 95 0.001086963331  
## Cycle 96 0.000983432090  
## Cycle 97 0.000889377197  
## Cycle 98 0.000803972249  
## Cycle 99 0.000726458613  
## Cycle 100 0.000656140313  
## Cycle 101 0.000592379260  
## Cycle 102 0.000534590798  
## Cycle 103 0.000482239560  
## Cycle 104 0.000434835610  
## Cycle 105 0.000391930854  
## Cycle 106 0.000353115712  
## Cycle 107 0.000318016020  
## Cycle 108 0.000286290173  
## Cycle 109 0.000257626460  
## Cycle 110 0.000231740615  
## Cycle 111 0.000208373541  
## Cycle 112 0.000187289213  
## Cycle 113 0.000168272740  
## Cycle 114 0.000151128577  
## Cycle 115 0.000135678879  
## Cycle 116 0.000121761983  
## Cycle 117 0.000109231014  
## Cycle 118 0.000097952599  
## Cycle 119 0.000087805688  
## Cycle 120 0.000078680473  
## Cycle 121 0.000070477390  
## Cycle 122 0.000063106212  
## Cycle 123 0.000056485210  
## Cycle 124 0.000050540392  
## Cycle 125 0.000045204800  
## Cycle 126 0.000040417873  
## Cycle 127 0.000036124858  
## Cycle 128 0.000032276280  
## Cycle 129 0.000028827453  
## Cycle 130 0.000025738031  
## Cycle 131 0.000022971611  
## Cycle 132 0.000020495356  
## Cycle 133 0.000018279660  
## Cycle 134 0.000016297846  
## Cycle 135 0.000014525881  
## Cycle 136 0.000012942128  
## Cycle 137 0.000011527115  
## Cycle 138 0.000010263322  
## Cycle 139 0.000009134999  
## Cycle 140 0.000008127985  
## Cycle 141 0.000007229560  
## Cycle 142 0.000006428300  
## Cycle 143 0.000005713950

# BUT, we need to remember that the above displays the amount of utilitie's gathered in each cycle.  
  
sum(v\_tu\_SoC)

## [1] 8.923049

sum(v\_tu\_Exp)

## [1] 17.29923

# Particularly, these are quality adjusted cycles, these are quality adjusted life years where cycles are annual, so I need to consider what this means for utility where cycles are monthly, or fortnightly.  
  
# When I calculate the QALYs above, I don’t convert these quality adjusted cycles to years. If I sum each of v\_tu\_SoC and v\_tu\_Exp I get 16.7 quality adjusted cycles in the SoC arm and 21.1 quality adjusted cycles in the Exp arm. I can convert these quality adjusted cycles to years for fortnights by working out how many fortnights there are in a year (26.0714) and then divide by this number. These correspond to 0.64 and 0.81 QALYs respectively so 0.17 QALYs gained.  
  
v\_tu\_SoC <- v\_tu\_SoC/26.0714  
v\_tu\_Exp <- v\_tu\_Exp/26.0714  
  
# So, these are per-cycle utility values, but, our cycles aren't years, they are fortnights, so these are per fortnight values, if we want this value to reflect the per year value, so that we have a quality adjusted life year, or QALY, then we need to adjust this utility value by how many of these fortnights there are in a year (26.0714), that is divide by how many fortnights there are in a year to bring the per fortnight value to a per year value  
  
  
# James, I'd like your thoughts on what I've done here and whether this seems reasonable.  
  
  
sum(v\_tu\_SoC)

## [1] 0.3422543

sum(v\_tu\_Exp)

## [1] 0.6635328

# QALYS Gained:  
  
Qalys\_gained <- v\_tu\_Exp - v\_tu\_SoC  
sum(Qalys\_gained)

## [1] 0.3212785

# You can see above that there are no utility differences between the different treatments considered: c(u\_H, u\_S, u\_D), it's just different utilities per the health states people are in.  
  
# If we did want to do different utilities for the health state you are in per the treatment you are on, we could define this in the input parameters and then add this in above when creating the vector of utilities for that treatment.  
  
sum(v\_tc\_SoC)

## [1] 25190.26

sum(v\_tc\_Exp)

## [1] 80804.12

# The question is, should I be making that similar conversion of cycles to years for costs? I could do this as below:   
  
# v\_tc\_SoC <- v\_tc\_SoC/26.0714  
# v\_tc\_Exp <- v\_tc\_Exp/26.0714  
#   
# sum(v\_tc\_SoC)  
# sum(v\_tc\_Exp)  
  
  
# But, I assume my costs could be correct, if I correctly defined my costs per cycle.  
  
# This is probably where I would like some feedback, is the manner in which I generate my costs (particularly) and QALYs above, correct?  
  
  
# Reviewing the literature, the fact that: Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., El-Rayes, B. F., & Flowers, C. R. (2015). First-and second-line bevacizumab in addition to chemotherapy for metastatic colorectal cancer: a United States–based cost-effectiveness analysis. Journal of Clinical Oncology, 33(10), 1112. has similar costs, QALYS and Life Years gained and reports similar ICERs (the $352,734/QALY in the UK, which is similar to my own several hundred thousand per QALY without dividing costs by 26.0714 and dissimilar to my ~18,000 per QALY when I divide costs by 26.0714 makes me think I shouldnt be dividing costs by 26.0714).

# There's probably a more elegant way to do this, but if I wanted to add in the once off cost of the COSLOSSUS test, I could do something like the below:  
  
# v\_tc\_trtA <- v\_tc\_trtA+10  
# v\_tc\_trtB <- v\_tc\_trtB+100  
  
# I just need to think about this and does it make sense, because it's adding to the cost each cycle, so probably the best indicator would be whether the cost outputted in 07.2 is only higher by the cost of the test when we do this, or if it is higher by a number of other costs, so I can check that below when adding costs in.  
  
# Page 17 of An Introductory Tutorial on Cohort State-Transition Models in R Using a Cost-Effectiveness Analysis Example https://arxiv.org/pdf/2001.07824.pdf suggests that these are total costs expected per individual, and with testing being a one off cost, maybe you could just add it onto the costs you have at the end? Table 4: Total expected discounted QALYs and costs per average individual in the cohort of the Sick-Sicker model by strategy accounting for within-cycle correction. Costs QALYs Standard of care $151,580 20.711 Strategy A $284,805 21.499 Strategy B $259,100 22.184 Strategy AB $378,875 23.137 The total expected discounted QALYs and costs for the Sick-Sicker model under the four strategies accounting for within-cycle correction are shown in Table 4.

## 07.2 Discounted Mean Costs and QALYs

# Finally, we'll aggregate these costs and utilities into overall discounted mean (average) costs and utilities.  
  
# Obtain the discounted costs and QALYs by multiplying the vectors of total cost and total utility we created above by the discount rate for each cycle:  
  
# Its important to remember what scale I'm on when I applied my discounting formula.  
# If I set d\_e<-0 then my code estimates 16.7 and 21.1 QALYs in each group which must be the quality adjusted cycles.  
  
# Setting the discount rate back to 4% gives me 1.97 and 1.98 QALYs (which are really QA-cycles).  
  
# Looking at the discounting vector I have defined below, I have converted cycles to days but I need to convert the discount rate to a daily discount. If I don't, the result is that discounting reduces the cycles dramatically which reduces the difference which increases with time.  
  
# I can adress this by defining the discount rate as divided by 365 (i.e. the number of days in a year) then the results become 16.4 and 20.6 QA-cycles which of course become 0.63 and 0.79 QALYs respectively, or 0.16 QALYs gained.  
  
d\_c <- d\_c/365  
d\_e <- d\_e/365  
  
# - Then, the discount rate for each cycle needs to be defined accounting for the cycle length, as below:  
  
  
v\_dwc <- 1 / ((1 + d\_c) ^ ((0:(n\_cycle-1)) \* t\_cycle))   
v\_dwe <- 1 / ((1 + d\_e) ^ ((0:(n\_cycle-1)) \* t\_cycle))  
  
  
# So, below we take the vector of costs, transposing it [the t() bit] to make it a 1 row matrix and using matrix multiplication [%\*%] to multiply it by that discount factor vector, which is what you multiply by the outcome in each cycle to get the discounted value of the outcome for that cycle, and then it will all be summed all together across all cycles [across all cells of the 1 row matrix]. Giving you tc\_d\_SoC which is a scalar, or a single value, which is the lifetime expected cost for an average person under standard of care in this cohort.   
  
# Discount costs by multiplying the cost vector with discount weights (v\_dwc)   
# tc\_d\_SoC <- t(v\_tc\_SoC) %\*% v\_dwc  
# tc\_d\_trtA <- t(v\_tc\_trtA) %\*% v\_dwc  
# tc\_d\_trtB <- t(v\_tc\_trtB) %\*% v\_dwc  
  
tc\_d\_SoC <- t(v\_tc\_SoC) %\*% v\_dwc   
tc\_d\_Exp <- t(v\_tc\_Exp) %\*% v\_dwc  
  
  
# So, now we have the average cost per person for treatment with standard of care, and the experimental treatment.   
  
  
# Discount QALYS by multiplying the QALYs vector with discount weights (v\_dwe) [probably utilities would have been a better term here, if I hadnt of updated it from fortnightly health state quality of life, to yearly health state quality of life]  
# tu\_d\_SoC <- t(v\_tu\_SoC) %\*% v\_dwe  
# tu\_d\_trtA <- t(v\_tu\_trtA) %\*% v\_dwe  
# tu\_d\_trtB <- t(v\_tu\_trtB) %\*% v\_dwe  
  
  
tu\_d\_SoC <- t(v\_tu\_SoC) %\*% v\_dwe  
tu\_d\_Exp <- t(v\_tu\_Exp) %\*% v\_dwe  
  
  
# Store them into a vector -> So, we'll take the single values for cost for an average person under standard of care and the experimental treatment and store them in a vector v\_tc\_d:  
v\_tc\_d <- c(tc\_d\_SoC, tc\_d\_Exp)  
v\_tu\_d <- c(tu\_d\_SoC, tu\_d\_Exp)  
  
v\_tc\_d

## [1] 24703.48 78860.21

v\_tu\_d

## [1] 0.3346428 0.6461645

# To make things a little easier to read we might name these values what they are costs for, so we can use the vector of strategy names [v\_names\_str] to name the values:  
  
names (v\_tc\_d) <- v\_names\_strats  
v\_tc\_d

## Standard of Care Experimental Treatment   
## 24703.48 78860.21

names (v\_tu\_d) <- v\_names\_strats  
v\_tu\_d

## Standard of Care Experimental Treatment   
## 0.3346428 0.6461645

Discounted\_Qalys\_gained <- tu\_d\_Exp - tu\_d\_SoC  
sum(Discounted\_Qalys\_gained)

## [1] 0.3115216

# For utility, the utility values aren't different for the different states depending on the treatment strategy, i.e. SOC, Experimental Treatment, but the time spent in the states with the associated utility is different due to the treatment you're on, so your utility value will be higher if the treatment keeps you well for longer so that you stay in a higher utility state for longer than a lower utility state, i.e., progression.  
  
  
# Dataframe with discounted costs and effectiveness  
  
# So then we aggregate them into a dataframe with our discounted costs and utilities, and then we use this to calculate ICERs in: ## 07.3 Compute ICERs of the Markov model  
  
# df\_ce <- data.frame(Strategy = v\_names\_strats,  
# Cost = v\_tc\_d,   
# Effect = v\_tu\_d)  
# df\_ce

## 07.3 Compute ICERs of the Markov model

This study also found that Bevacizumab wasnt a cost-effective addition to care in a number of studies, so I should follow their manner of discussing this: Goldstein, Daniel A., et al. “Bevacizumab for Metastatic Colorectal Cancer: A Global Cost‐Effectiveness Analysis.” The Oncologist 22.6 (2017): 694-699. <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5469597/pdf/onco12164.pdf>

I think somewhere in all my example files there must be some example code on generating life years, etc., and reporting them as part of your results table. I basically want to be able to report the following per page 5 of Cost Effectiveness Analysis of Pharmacokinetically-Guided 5-Fluorouracil in FOLFOX Chemotherapy for Metastatic Colorectal Cancer <file:///C:/Users/jonathanbriody/Downloads/goldstein2014.pdf>:

Results In the base case analysis, effectiveness and costs were compared between the PK and BSA group. PK FOLFOX provided 2.03 QALYs at a cost of $50,177 compared with BSA FOLFOX with 1.46 QALYs at a cost of $37,173. The ICER for PK FOLFOX was $22,695 per QALY. In terms of LYs, PK FOLFOX provided 2.60 LYs compared with BSA FOLFOX with 1.99 LYs. The ICER of PK 5-FU was $21,423 per LY. All numerical results are summarized in Table 5.

The code to do this is here to add costs, QALYS, NMBs and Life Years to your leauge table:

cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html

(If I wanted to take a Net Monetary Benefit (NMB) approach instead, I could go to the 35 minute mark of: C:- Royal College of Surgeons in IrelandResources-Effectiveness and Decision Modeling using R Workshop \_ DARTH\_24Session RecordingSession Recording August 24th.mp4)

DOMINATED STRATEGIES EXPLAINED: <https://cran.r-project.org/web/packages/dampack/vignettes/basic_cea.html>

# The discounted costs and QALYs can be summarized and visualized using functions from the 'dampack' package  
(df\_cea <- calculate\_icers(cost = c(tc\_d\_SoC, tc\_d\_Exp),  
 effect = c(tu\_d\_SoC, tu\_d\_Exp),  
 strategies = v\_names\_strats))

## Strategy Cost Effect Inc\_Cost Inc\_Effect ICER Status  
## 1 Standard of Care 24703.48 0.3346428 NA NA NA ND  
## 2 Experimental Treatment 78860.21 0.6461645 54156.73 0.3115216 173845.8 ND

df\_cea

## Strategy Cost Effect Inc\_Cost Inc\_Effect ICER Status  
## 1 Standard of Care 24703.48 0.3346428 NA NA NA ND  
## 2 Experimental Treatment 78860.21 0.6461645 54156.73 0.3115216 173845.8 ND

# df\_cea <- calculate\_icers(cost = df\_ce$Cost,  
# effect = df\_ce$Effect,  
# strategies = df\_ce$Strategy  
# )  
# df\_cea  
  
# The above uses the DARTHtools package to calculate our ICERS, incremental cost and incremental effectiveness, and also describes dominance status:  
  
# This uses the "calculate\_icers function", which does all the sorting, all the prioritization, and then computes the dominance, and not dominance, etc., and there's a publication on the methods behind this, based on a method from colleagues in Stanford.  
  
# The default view is ordered by dominance status (ND = non-dominated, ED = extended/weak dominance, or D= strong dominance), and then ascending by cost per: https://cran.r-project.org/web/packages/dampack/vignettes/basic\_cea.html  
  
  
# The icer object can be easily formatted into a publication quality table using the kableExtra package, as below, but there's probably a better way to do this per Dampack just under:  
  
# library(kableExtra)  
# library(dplyr)  
# df\_cea %>%  
# kable() %>%  
# kable\_styling()  
  
  
## CEA table in proper format ---- per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\analysis\cSTM\_time\_dep\_simulation.r  
table\_cea <- format\_table\_cea(df\_cea) # Function included in "R/Functions.R"; depends on the `scales` package  
table\_cea

## Strategy Costs ($) QALYs Incremental Costs ($)  
## 1 Standard of Care 24,703 0.33 <NA>  
## 2 Experimental Treatment 78,860 0.65 54,157  
## Incremental QALYs ICER ($/QALY) Status  
## 1 NA <NA> ND  
## 2 0.31 173,846 ND

## Results

I like the way they describe their results: *A Cost-Effectiveness Analysis of Currently Approved Treatments for HBeAg-Positive Chronic Hepatitis B* [*https://sci-hub.ru/10.2165/00019053-200826110-00006*](https://sci-hub.ru/10.2165/00019053-200826110-00006)

A good way to report your results can be seen in Table 4 of the following:

Rivera, F., Valladares, M., Gea, S., & López-Martínez, N. (2017). Cost-effectiveness analysis in the Spanish setting of the PEAK trial of panitumumab plus mFOLFOX6 compared with bevacizumab plus mFOLFOX6 for first-line treatment of patients with wild-type RAS metastatic colorectal cancer. Journal of Medical Economics, 20(6), 574-584. <https://sci-hub.st/10.1080/13696998.2017.1285780> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Evidence Synthesis\Economic Models\Rivera et al\_2017\_Cost-effectiveness analysis in the Spanish setting of the PEAK trial of.pdf

## 07.4 Plot frontier of the Markov model

Understand this plot here:

<https://cran.r-project.org/web/packages/dampack/vignettes/basic_cea.html>

Also saved here:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\sensitivity analysis help files\Basic Cost Effectiveness Analysis.pdf

plot(df\_cea, effect\_units = "QALYs", label = "all")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAABVlBMVEUAAAAAACsAAFUAKysAK1UAK4AAVVUAVaorAAArACsrAFUrKwArKysrK1UrK4ArVVUrVYArVaorgIArgKorgNQzMzNNTU1NTWtNTYhNa2tNa6ZNiMRVAABVACtVAFVVKwBVKytVK4BVVStVVVVVVYBVgKpVgNRVqtRVqv9rTU1rTWtrTYhra01ra6ZrpuGAKwCAKyuAK1WAVQCAVSuAgFWAqoCAqqqAqtSA1KqA1P+ITU2ITWuITYiIa6aIpuGIxP+ma02ma2uma4im4f+qVQCqVSuqgCuqgFWqqlWqqoCqqqqqqtSq1ICq1NSq1P+q/6qq/9Sq///EiE3EpmvE4abE///UgCvUqlXUqoDUqqrUqtTU1IDU1KrU1NTU1P/U/6rU/9TU///hpmvhpojh///r6+v/qlX/qoD/xIj/1ID/1Kr/1NT/4ab//6r//8T//9T//+H///8TJgFvAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAVd0lEQVR4nO2d/Z/bRrXGx0sWO81L6cU4sLjdpKG3LhfWgQLBKbCFdSiUUvBCnfSWvnjZGKtdr3L+/1+YGY1syRrJkj2SzozO80nWGs2MpY++Oy+Snj3DgOS0WN0nQCpXBNhxEWDHRYAdFwF2XATYcZkC/L1mydBVq0DGAMdSLzZyt6QLFq87/QII8EYuAa5NBLh4mgATYDwiwMXTBJgA4xEBLp4mwAQYjwhw8TQBJsB4RICLpwkwAcYjAlw8TYAJMB4R4OJpAkyA8YgAF0+7Avjqnd69M4CX7/e+/0mwR23GPwKVCZjVpPTTdQLw9ZNTuOAEz38o/kmpzfhHoBIBs5p8Y+vjugn46v8+gev3zvg/ucmlNuMfqnSZgDNOv1Q5Dvjl+6ewOLpUnMUetRn/UKUJMFJlXD0+xh5dQg7A0mf4ojTVBzj1lJwAfP3kRIzB1IJdbcFJjo0ELGbTTgNGMsma8wvdGunP1Ls70+xdPpits70O033Bqox2tziwvF9yE/DL90+Q3CaJH/N26ommaIVdbUy7GWW0u9nqFnzz9JwAHD7ouH4in2ecn6w24x+BqgE8Ppz5w65355i1ZaNuA98++OjuZ3zPd4esq/a92mdtf8gOZ1OZXAMWpSeyDIgsUSatKrgPOK6r32VmV9FF86s+7o45hZsjfzgQ3MYDvs0JfnZzxDf4Z7DvlcnyjQnP5/+CDfENErAsLcuEWZ6+qjpwgwD/+ywzu6Iu2h9yyuL6T7sCOevKAVbQkTyfhfv8RyM19LZGUcB8M6i3yvJSqoLzY3AxVQTY67RGIWC5ZwNwuC+gND+YLF9PAJZlVlmevmp4YObuLLqYqgHMe+b54Ux10auOeg34s3CfAtyGeaIFB/VWWZ6+qjow058uAd7INTMGs7eHHPO4HZtkxQDPwn2c0rJ/+GWffbs/2AAc1FvKLF4mpWowyWIpp0uAN3LNPuhIubkxLgIckZOAwyMTYIcfVQoR4LIdHbue1V5y/YV/MZXqySrTl5Oh9NMlwBu5NpruWGo+AXYBMEvPJ8AEGI8IsD7NMvIJsP2AWVY+AbYecOL94EaSAG/kEuDaRIA16c2LQoDdArz5gp8Ac5VofK9c6Yb3UE0EHEtZ3YITDg5qweASYJbjdAnwRq5FgNn28gSYAOMRAY6nWY7yBNhewFoXJQEGAoxWBDia1rsoCTA4AjjFRUmAwQ3AaSY7AgwEGK0I8Cqd6qIkwOAC4HQXJQEGAoxWBFilM1yUBBjsB5zloiTAYD3gTBclAQYCjFYEWKSzXZQEGCwHvMVFSYDBbsDbXJSOAl70hE4QhPQnwHsouwUvMMSqLDu91UXpLmCxbEP90WZLTm93UboL+AJFxPeStd3mnpQjgMWqDXkAC1nbgnO4KJ1twbIDdhxwHhels4AvxBTKbcC5THbOAhYxwB2fZDUasByCwenbpHwuSlcBq/639pD+5aVzuihdBRxXfSH9CfA+siCkf2npvC7KZgDeIgsB53ZREmCwEXB+kx0BBgKMVo0FXMBFSYDBPsBFXJQEGAgwWjUUcCEXJQEG2wAXc1ESYLAMcEEXJQEGAoxWTQRc1EVJgMEqwIVdlAQYbAJc3EVJgIEAo1XjAO/goiTAYA/gXVyUBBgIMFo1LKT/Ln/GoFETAcdSWFvwbi5KasFgCeAdTXYEGAgwWjUJ8K4uSgIMVgDe2UVJgIEAo1VzAO/uoiTAYAHgPVyUBBjwA97HZEeAgQCjVUMA7+WiJMCAHfB+LkoCDAQYrRoBeE8XJQEG3ID3dVEaAux1GNdAm/XKJGuHP9TWyqUGAN7bRWkKsIC27OdiRYALpFEBBu/ujFNmBxPwH/2Cse6c/xdZ3t2fy+Yt2vlAFghKicI3jglwenp/F6VRwMvXRzDuwvxw5g/bHGdb0uX/OnKnyA52iFLTNsjC+o49l5wHbMBFaRSw/2i0fGMiOPMtkRKbCqnqmHk+3xKo+ZYoTF10etqEyc50CxYbnGwK4DHjPbMA3OdTstYo2EeA09LoAItuOKMFi0lYkBKlQDbnslrwy/dFRH+7Q/rvFIuy9Fm0GoN1gOXHzZEag3mpEsfg86PLqx+fWR2r0oyL0vh9cDiL1nXRUyYmzf5QzqJbI3GPVNIsOgxVaXO0WVSA61E6YAXP5pD+hmzuSTkBeHH0j17v1OaA4KZclI624AWfYS3undkL2JjJzlXAR5ciJjgBdhWwAMgBWzvJMueidBSwiPFu8cpnBl2UrgIWDzpOrQ3pT4ADuRrS36SLshmA7Qrpb9RF2QzAW4QLsFmTHQEGAoxWTgI27KIkwIALsGkXJQEGApxDwpYh3+zO2/EM8c4wZqQ0abB1ELBxF6UhwNMu//+wG2xElQRs0GC7AfjzT//6ed4TjgkPYPMuSkOAvbsz/9Ev70onh7LESo+s9GcNDz97ZcLbuHDVGjXYRgD7H9xiUt96e1b47NEALsFFaQiwsEg++Opn0mwVWGKVR5YDHkt08y7MRes2abBdAfafio7/Npcw8/1v0bMnwFvFOXqv8ZGY/1CWWLGXf/iPbnUl1eWD2dN1b23GYLsCvOzfeKwarv/8/sGk4NljAVyGi9LULHo6mA54E+VDsLLEKo+sP/yfB7OgKf/6gWBg0mDr2CSrFBelKcDzNm+f3mtP16038MhydtNu4Lh7KOdfJg22UcD/P+Pj8MMffbzLyeMAXI7JzhTg5X0+bfIf3ZmExlnlkQ3aqEqIgiYNtmvAXof3y2PVdRQWAd4uMVfizMQPZYlVHtlHYrr0keiOfzYRBU0abNeTrCG7O/M6h58/Y4fFJ9E4ABuKRVkW4O3i8y/TCq/J8pjfHt3usNZtfq90Y1L4ezAALstFWRng6U6dZ7bCi+I/77Te+vNx660P/8haj+28D7YecBlaj8FjduNNdvjVu4y1M8qnCQHg0lyUjgAWnfQNMV5/Z4chGEFI/9L+jEEjKwEDfPMF76o/3QUvghZcosnOkRa8nwgwUrnyqLJMF6UbgO1+2VCqi9INwHa/LiTAadp84f8vK1/4l+uidAnwzqoVcMkuSgIM9QIu22RHgIEAo5UDgEt3URoCHLwEbI38IfvukL0auiFTjLBB6Q3/pcpOVMlQFPDyvngX/fV9u14Xlu+iNAVYYdlGSAFOK1KELkQB+5/+udP61Ycf/qlT+CkHEOAcCo1yfdmQf8lT8kW9F2zwix74YUNHbVDau3Mc2mLX2R+tq4jszKNGWvCYKVnVgitwUeYHzJJaZ8ZbsPBiDQcwF35o5XtVfthYC/Y6K+POOtuLVNnmjo+egHznf/v2HZssO1W4KI2OwSGhVUe99r1GzFaqtLRCg7LerbPjVbKVHIN3U02AK3FRljIGyz9RUB7ZiO81yj2spMyzccARq2ym4rPobwCeP3y8y9kT4K1KAl614MD3mgZY24LXVbIVAzw/mMz1c/OtqgdwNS7KsgCLMThwU0ZctBrAiWwvViVbUcDCgTluvWnPJKsiF6XRMZgN1pCis+jWKGzBAkMcsJoxr7I/ilXJVmwM7h/8fXj4Zd+W26SqTHaGANejDcB/67eXBNhVwP6QyTtp1UVfvdPryXiVSCO+V+aidAYwzDt8/F39ZfkiiFOINZRhebEo3QUM/ufBfykRvBBxxHcCnEsbb5OeP/xReBv88vfRGMKRTRzhhCt0UboDWA7C4V3S9Xs/6d07wxrSv0qbe1K2Ah6z1lsfdNSfrogVV65/8wnOFlypyc6ZFrzsi79u8yKvC+McCXCYtBZwEIwnBhjlJKtaF6UzgPkQLIOxBYOwiPZ+9dNLjLdJFbsonQEcBAVYvWy46EUDu2OK+E6A8yt+rZ6KWfRr2oKIIr5X7aJ0CDD4n/4l5VUSnojvlbsoXQK8s6oDXL3JzhXA3n1hxprvZMkiwFgVjZMlnnDwmTTuOFk1uCgdATxmN0SMu6+PUQdhqcNF6Qbg4DEWxJ9k5RcBRqoIYMUVtaOjFhelG4D94aoF4zXd1eOidAMwTNmhHIOHeG2zNbkoHQEcRKu8xdguPTQBxqpoEJZ3pW93p0B3lQCuy0XpCmAQi67sFoKlEsC1uSgdAry7ygdcn8mOAAMBRitrANfooiTAUD7gKmNREmCNCDBSWQK4VhclAYayI77Xa3NPqomAYynDLbhmkx21YCDAaGUD4LpdlAQYSgVcu4uSAAMBRiv8gOt3URJgKBEwAhclAYbyAGMw2RFgIMBohRwwChclAYayAONwURJgIMBohRowEhclAYZyAGNxURJgKAUwGhclAQYCjFZ4AeNxURJgKAEwIhclAQbzgDGZ7AgwEOC4Ygtihap/7cJ9ZBgwKhdlYcAbS54p1b12oUYyFGUdIf3rjUW5L+DEonaBal+7MKlzGcOwhliVLgOub+3ChBY/UBGDq442i8xFaQpw7WsXbujlH/7J+dUQLxqbi7KUMbietQtjuji5ygfYcEh/bH/GoNFus+j61y6M6fq3lzkBCxlswehclIbug+tfuzCu81OoBTA+F6UpwLWvXRjT9ZOe0GnVkyyELkpDgOvR9vvgim+TCLBZbQdcbUh/jC5KdwFHVU1If5QuymYAriSkP06TXTMAbxEBRipUgJG6KAkwmAGM1UVJgIEAoxUiwGhdlAQYTADG66IkwGAAMGIXJQEGAoxWWABjdlESYNgbMGoXJQGGfQHjNtkRYCDAaIUCMHIXJQGG/QBjd1ESYCDAaIUAMHoXJQGGfQDjd1ESYNgjpL8FNvekmgg4lirQJCxwUVILht0B2+CiJMCwM2ArXJQEGAgwWtUL2A4XJQGGHQFb4qIkwLAbYFtMdgQYCDBa1QjYGhclAYZdANvjoiTAQIDRqjbAFrkoCTAUB2yTi5IAQ2HAVrkoCTAQYLSqB7BdLkoCDAUBb5qwkAEkwBoVAZwwYSEDSIA1IsBIVQPgpMsOGUACrFF+wBoTFjKATQG86PXunZkP6U+AK1U64Ksfn8GCEzQcq1LnskMGsCGAha7fOzMcbVZrwkIGsEGAL44uzcaL1puwkAFsDOCrd+6dGQ7pb+XfMSTlCGAQY7DRFpziskPWQhvTgmGD496A00xYyAA2C7DJSRYBrl7pgMUt0tVPLw3eJqW67JABbAhguOhFI/fvH9I/3YSFDGBTAMe1d0j/DBMWMoDNBLx3SH8CXIsqe9mQ5bJDBpAAa7QNcKYJCxlAAqwRAUaqigBnu+yQASTAGmUD3hKrEBlAAqxRJuBtoeyQASTAGhFgpKoC8NZYhcgAEmCNMgBvj1WIDCAB1igdMCtRmsNVkCbAG4ANHSKp8KsJcLpKB1wi37ribBHgyBVhxo6gEwHeKgJcPE2A11eEmTuCTgR4q0oErKa5BLhWlQeYRQHP+fYAlg9mG9X84SA97Q/ZIPhg8VIrEeCtKi2kv7pTfSFfJHmvTMC7OfLuFgIcFPeHXVi+PtKffR2u9xcOGd/zK9GCV48iJGCFih3Opoy1wXu1z3/ClN04HkCw587xwSRIg8hgnGqfHUxU3X99ESk2F1vRs6cWnK5qAMM4ZMX/Ld+Y8BYd/PQ6A7Xn5giCNMgGL9ps8GsxD2BGivHd40H07Alwuioag4G3x4OJQON1WEv01f6j0bQLglS4B1Q6YCoyooDXxcR4zht45OwJcLrKnUXHjjDtcjzzA9E4o4BXe1IAq4F7XSwkDgQ4hyp4Fg2Sjpg/CcBtmIctWPTE/cFqDwRp2Oii5SSr340UuzkK52IEeKuqASxmSHLadPhln327PwgA872tW4NluAeCtCo+WLVdXiCYcoXFaJJVQBUBLkkEeKsIcPE0ASbAeEQv/IunCXD8ipTu2CHAGapzWZ1di9edJsAEGI8IcPE0ASbAeESAi6cJMAHGIwJcPE2ACTAeEeDiaQJMgPEoA/DVO73eqfmQ/po0MoANAXz95BQW985Mh/TXpZEBbAjgxdElb6SnhkP6a9PIADYEsBBvxWYjvjsiZwAbX7NBn0bWQpvTgi9EyGgC7CzgC7EuFgF2FvCFvAnKO8lqlsoHY0rZK58J5btNytaWC7LtemHPx6x0wOc9odOcIf2zRYBrk6mQ/tkiwLXJVEh/ElKVaUsnIRABdlwE2HERYMdVHuDI62K1WLx4wXx0qS8CkYcmKXmJ6tEyWd+t8jLr883eSXZesr4NKg/w+jlIuFj8YvOxSOxRyXn8pjqZl6geLZP13Sovs/750WX4ZCctL1nfBpUGOP4kUybPTzKKLH4Qa8GavM3qsTJZ363ysuqvH6qn5yXqW6HSAMffRYgXjy9/f5Ze5OUf/hkDnMxLVI+WyfpulZdZf2N80OUl61uhagDLxeKv3/uJHIq1RS5OrlIBB3mJ6tEyWd+t8jLrL47+IQ1oGXnJ+laoqhYsFovn49j1bz7RFrn+7WUqYJWXqB5rZRnfrfIy6y/4LGoRxZfMS9a3QlUBXrUm/UU8P4VUwJG8+FCpP0Tuw8dbqTSgbctLDNX4VeUkCzau0LrI9RP16mpLXvwC6w+R+/DRMuIjBlifR4AjWt9nqMXiwzXjdUUgMc9J5CWrJw9R7PCxW6ETWS4jT1PfBpUHOPIeWS0Wrz60RRKAk3mJ6ppDFDp8tIx4mHGanZesb4PoUaXjIsCOiwA7LgLsuAiw4yLAjosAOy5EgEXgb6GDCXx9zNhA/sgoP22NAPwPbjH2rbeC5XqmcikHsTqETI7Z4UzuXa0B4HW65Z0/TuEEPBbraMkfiVLfPB2ExdvBollCh6tleyKAvY6MG99RSaFxZLsZQgV4dfXHgsxY137VamggGqYs03oM8Lwjm67XeSga9fp7pgJ47GvmrGlNGCNg2SxvHMuG6X/QYa23xc53+b6RzFLNlcNc9ltySbSglU5bvxateg2Yl+7OZfFnHV77Y1HwcHPxNceFCnDQ3bajgMcsWCUp6IsP/r4CLDGGvCRtf8iL852RnsDrtDriV4B31kHfH8lriDACjnTRXoe3u6/Fmlqdg4/9MeuuumjJNmiequP2Om2+YxCDOA6W0ArLBb8JjRIqwMkxeB4wb43CqfAKsGS2bsFMroEofz2igNX28lhMtb+IDuFNkR2A2UAPWI7B3p3Hz/ivgJpQH0w0gPk87N1bTHbjBLg26QCLnlnu4Rsj+COnPI520XIW7T+V43K4Y6AFrH41qIuuUeEYzDmsb5PG6jY3aJ+czjg6yVrdB8seOhht2+H3RB56zFVHT5OsOqUF7D/lE+DvzMLbJID/dCK3SeGTrDfZa18FaU7wb0nA8OxWUJtuk+zRNDqaevfzDa30oMMeyUeVRUWPKi3StPh8iV42kFwTAXZcBNhxEWDHRYAdFwF2XATYcf0XRimU07aQMGkAAAAASUVORK5CYII=)

# plot(df\_cea, effect\_units = "QALYs")  
  
  
# When we plot it we have 2 strategies it is possible that something would be off the frontier, would be weakly dominated or strongly dominated, with just a few strategies it's not necessarily that impressive, but with lots of strategies then dampack can be helpful.

The bottom axis of the above diagram shows you how effective the intervention is, the y axis shows you how costly the intervention is, here standard of care is cheaper but less effective than treatment B, which is more effective but more expensive, treatment A is not on the frontier, it has been dominated.

The frontier is also discussed here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R\_HTA\_LMIC\_Intro\_to\_RHTA\_modeling

(If I wanted to see an example where the frontier doesnt exist, I could go to the 38 minute mark of: C:- Royal College of Surgeons in IrelandResources-Effectiveness and Decision Modeling using R Workshop \_ DARTH\_24Session RecordingSession Recording August 24th.mp4)

<https://www.google.ie/search?q=icer+fronter&hl=en&dcr=0&ei=nerzYYS_AciHhbIPlqyMuAk&ved=0ahUKEwjEgar1wdT1AhXIQ0EAHRYWA5cQ4dUDCA4&uact=5&oq=icer+fronter&gs_lcp=Cgdnd3Mtd2l6EAMyBwghEAoQoAE6BwgAEEcQsAM6BQgAEJECOgsIABCABBCxAxCDAToOCC4QgAQQsQMQxwEQowI6CwguELEDEMcBEK8BOg4ILhCABBCxAxDHARDRAzoICAAQsQMQgwE6BQguEJECOgQIABBDOgcIABCxAxBDOggIABCABBCxAzoOCC4QgAQQsQMQxwEQrwE6CAguEIAEELEDOgcIABDJAxBDOgUIABCSAzoFCAAQgAQ6CwguEIAEEMcBENEDOgUILhCABDoLCC4QgAQQxwEQrwE6BAgAEAo6CgguEMcBENEDEAo6BAguEAo6BwgAEMkDEAo6BggAEBYQHjoICAAQFhAKEB46BAgAEA06BQghEKABSgQIQRgASgQIRhgAUKIJWJYZYNEbaANwAngAgAGMAYgB6AiSAQM4LjSYAQCgAQHIAQjAAQE&sclient=gws-wiz>

<https://yhec.co.uk/glossary/cost-effectiveness-frontier/>

[<https://www.hiqa.ie/sites/default/files/2017-01/Revised\_Economic\_Guidelines\_posted\_100714.pdf>](https://www.hiqa.ie/sites/default/files/2017-01/Revised_Economic_Guidelines_posted_100714.pdf) [also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\Revised\_Economic\_Guidelines\_posted\_100714.pdf]

<https://researchonline.lshtm.ac.uk/id/eprint/4648686/1/The%20efficiency-frontier%20approach%20for%20health_GREEN%20AAM.pdf> also saved here:C:- Royal College of Surgeons in IrelandCode\_Modelefficiency-frontier approach for health\_GREEN AAM.pdf

The efficiency frontier is described on page 277 [in the textbook] of: <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/R%20Code/GitHub/COLOSSUS_Model/(Cambridge%20medicine)%20Hunink,%20M.%20G.%20Myriam_Weinstein,%20Milton%20C%20-%20Decision%20making%20in%20health%20and%20medicine_%20integrating%20evidence%20and%20values.pdf>

# Sensitivity Analysis Below:

“It is well known7,8 that conventional univariate sensitivity analysis, whereby individual parameters are varied while maintaining all remaining parameters at their baseline value, is likely to underestimate uncertainty because, in reality, parameters will not vary in isolation. Probabilistic sensitivity analysis involves specifying distributions for model parameters to represent uncertainty in their estimation and employing Monte Carlo simulation to select values at random from those distributions.5,6 In this way, probabilistic models allow the effects of joint uncertainty across all the parameters of the model to be considered. , in probabilistic modeling, parameters are considered random variables, which can take a range of values described by the specified distribution. Parameters in decision models represent summary values related to the average experience across a population of (potential) patients. Therefore, the relevant uncertainty to capture in the formation of a distribution for the parameter is 2nd-order uncertainty related to the sampling distribution of the parameter, not the variability in the values observed in a particular population (1st-order uncertainty; see Stinnett and Paltiel3 for further discussion).” This also has mathematical notation for calculating Beta and Gamma distributions at the end. Probabilistic Analysis of Cost-Effectiveness Models: Choosing between Treatment Strategies for Gastroesophageal Reflux Disease Andrew H. Briggs, DPhil, Ron Goeree, MA, Gord Blackhouse, MBA, Bernie J. O’Brien, PhD www.med.mcgill.ca/epidemiology/courses/EPIB654/Summer2010/EF/example%20PPI.pdfinsu

All plots produced by dampack are ggplot objects and can be readily customized. <https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html>

I’ve put detailed notes in:

C:- Royal College of Surgeons in IrelandResources-Effectiveness and Decision Modeling using R Workshop \_ DARTH\_27\3\_SA\_material\_sick-sicker\_SA\_solutions

Which should be read in tangent with: C:- Royal College of Surgeons in IrelandResourcesModelling - Advanced Course\_Making Models Probabilistic.2 Distributions for parameters.txt

when doing the sensitivity analysis below:

There is similarly relevant information at the 1:38 hour mark of: C:- Royal College of Surgeons in IrelandResources-Effectiveness and Decision Modeling using R Workshop \_ DARTH\_25Session RecordingSession Recording August 25th WITH CHAT.mkv

And in this document:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Briggs et al 2012 model parameter estimation and uncertainty.pdf

**Negative ICER’s:**

In presenting 1-way uncertainty analysis, reporting negative incremental cost-effectiveness ratios (ICERs) should be avoided as they are meaningless.26,27 Instead, the ICER range should be limited to results corresponding to positive incremental health consequences and costs—quadrant I in the cost-effectiveness plane. Results for which incremental costs are positive and health consequences negative should be indicated qualitatively as ‘’dominated’’ and those with negative incremental costs and positive health consequences as ‘’dominant.’’ ICERs corresponding to negative incremental costs and health consequences—quadrant III—should be distinguished from ICERs in quadrant I. C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf

# 08 Deterministic Sensitivity Analysis

A good description of one way sensitivity is here: Cost-effectiveness of capecitabine and bevacizumab maintenance treatment after first-line induction treatment in metastatic colorectal cancer <https://sci-hub.ru/10.1016/j.ejca.2017.01.019>

When i’m thinking about the range around the point estimate, i.e., the max and min, I’ll have to return to my uncertainty notepad file and see how daniel did it to make his table in the goldstein paper because I know he used the same range there for the DSA and PSA based on how he described the results of the tornado diagram, i.e.:

Also I can look at the following study and their Table:

We then assessed the impact of varying single parameters on incremental costs, QALYs, and ICUR. We used the 95% CI of the hazard ratios for death and tumor progression reported in the trial to vary the survival in each health state. We varied utilities in stable disease states from the worst case scenario (cough, dyspnea, and pain) to the best case scenario (treatment response with no symptoms) [15,16]. We varied the utility of PD and FN states from the worst health state utility in our study (severe bleeding) to the utility of stable disease on treatment state [15,17]. We varied the utility of severe bleeding by 10%. We varied the number of bevacizumab cycles from a minimum of 4 to a maximum of 15 cycles, to reflect a range of cycles going from the minimally recommended number of platinum-doublet cycles with no maintenance [4]to continuation of bevacizumab for 3 months after tumor progression [5,15]. We varied all other unit costs by 20% of the base case. Discount rates varied from 0% to 6% (Table 2A). We repeated the one-way sensitivity analysis assuming a dose of 7.5 mg/kg of bevacizumab while varying the other individual parameters within the same ranges used for the dose of 15 mg/kg. This allowed us to estimate the cost-effectiveness and model robustness of bevacizumab at the dose used in the AVAiL trial [22]. Goulart, B., & Ramsey, S. (2011). A trial-based assessment of the cost-utility of bevacizumab and chemotherapy versus chemotherapy alone for advanced non-small cell lung cancer. Value in Health, 14(6), 836-845. sciencedirect.com/science/article/pii/S1098301511014124

We assumed the mean value of each distribution to be the base case value of the corresponding variable, and the standard deviation to be half of the 95% confidence intervals for utility and 20% of the mean values for other variables. So, I can just cite this when I have point estimates and want to build a range around these: Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Ramalingam, S. S., … & Flowers, C. R. (2015). Necitumumab in metastatic squamous cell lung cancer: establishing a value-based cost. JAMA oncology, 1(9), 1293-1300.

[There are more studies that take the 20% approach describe in this file under “the range around things”].

A number of sensitivity analyses were conducted to address uncertainty in parameter estimation and assess robustness of the model results.

A one-way sensitivity analysis evaluates the relative weight of each parameter in our model on overall uncertainty of cost-effectiveness (Hamdy Elsisi et al. 2019).

We varied each model parameter one at a time, while holding the other parameters constant, subsequently we assessed the impact on incremental costs, QALYs, and ICER.

The mean, range and distributions applied in these analyses are described in Table X [big table that has the base-case, max, min, reference and distribution].

Goldstein says “Utilities were varied over their 95% confidence intervals.” so I can think about that.

The below supports my thoughts on the above, that I use the same range for DSA and PSA in the descriptive Table like Goldstein did.

“The general principle remains that assumptions for specifying the distribution and/or defining the interval for uncertainty analysis should follow standard statistical methods (e.g., beta distributions are a natural match for binomial data; gamma or log normal for right skew parameters; log normal for relative risks or hazard ratios; logistic for odds ratios15). These distributions can be used directly in PSA or to define the interval (plausible range) for a DSA.” <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>

“This is true whatever the uncertainty analysis’s technical specification. For a 1-way DSA, it is necessary to specify the parameter’s point estimate and a defensible range; these may be taken directly from the estimation process, with the latter based, for example, on a 95% confidence interval. Representation of uncertainty depends on the uncertainty analysis planned. For DSA, an interval estimate representing beliefs about the parameter’s plausible range is required. For PSA, a distribution is specified via its parameters.” <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>

For cost parameters, a template was completed….

Costs, utilities and probabilities were varied within +/- 20% of baseline values, per (Goldstein et al. 2014b; Goulart and Ramsey 2011b)…. [these are just guys who have done the 20% varying, if I find better online I can use that].

To study the influence of a range of transition risks, the PFS and OS curves $S(t)$ in the model were altered for both treatment strategies via a hazard ratio adjustment $\gamma$, as $[S(t)^{\gamma}]$. Subsequently, transition risks for each cycle were calculated from these adjusted survival curves (Goldstein et al. 2014b). The adjustment hazard ratio was 1 +/- 0.2, i.e., the base case varied within plus or minus 20%.

We individually consider the influence of each parameter on the ICER in a one way deterministic sensitivity analysis.

**Describing Tornado diagram results:**

We create a tornado plot of the one-way sensitivity analysis . In Figure X, the parameters with the largest effect on the ICER differed between treatment arms. Results remained robust to adjustments to X, with an ICER range between $X,000 to X,000 per QALY. There was a limited influence of variation in other parameters on the ICER of THE NOVEL THERAPY (< $X,000 per QALY) . A parameter of interest was X, which - when varied between $X00 and $X00 - placed the ICER range between $X,000 and X,000 per QALY .

[- read this in the context of this article and mirror their display, particularly putting the max and the min on either end of the tornado diagram bars: Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., … & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. Clinical colorectal cancer, 13(4), 219-225.]

Across a range of parameter values, the ICER was above X per QALY, supporting the robustness of results.

[]

“One-way DSA may be reported using a tornado diagram (Figure 1). The horizontal axis is the outcome; along the vertical axis, parameters are arrayed and horizontal bars represent the outcome range associated with the specified parameter’s range. The outcome point estimate corresponding to base-case values is indicated by a vertical line cutting through all horizontal bars. Commonly, the longest bar (reflecting the parameter generating the widest uncertainty) is placed at the top, and the other bars are arrayed in descending order of length. A tornado diagram should be accompanied by a legend or table indicating the upper and lower bounds of values for each parameter, with their justification in terms of the evidence base. A table may be used instead of a tornado diagram or the results ranges provide in the text of the report (e.g., the text might state that ‘’the outcome ranged from X to Y when parameter Z was varied from A to B’’). It is important that the range A to B represents a defensible range for parameter Z, not an arbitrary one.”

Results of 1-way threshold analyses are easily reported in text (e.g., ‘’The ICER remains less than Y as long as the value of X is greater than A,’’ or ‘’Alternative 1 dominates 2 if the value of Z is less than B’’).

<file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>

The tornado plot in Figure X describes which parameters are driving the majority of the variation in the outcome. In the figure, “Parameter Level High/Low” corresponds to parameter values that are above or below the median point estimate. Subsequently, it is possible to highlight where high or low expected outcome values result from variation in parameter values.

*For example, the tornado plot below tells us that the parameter "muDieCancer" has the most leverage in affecting the effectiveness model outcome, and that values below the median value of "muDieCancer" in the one-way sensitivity analysis are associated with higher expected effectiveness outcomes.* [Helpful in interpreting my own tornado diagram with NMB].

*It is important to note that some important information is obscured by tornado plots and caution should be exercised when interpreting it. As the parameter of interest varies across its range in the one-way sensitivity, the strategy that maximizes the outcome of interest can also change across this range. The plot is not showing how the expected outcome changes for a single strategy, but how the expected outcome of the optimal strategy changes. The designation of which strategy is optimal is liable to alternate over the range of the parameter of interest, and this is hidden in a tornado plot.* [Important just generally to note].

*For owsa objects that contain many parameters that have minimal effect on the parameter of interest, you may want to consider producing a plot that highlights only the most influential parameters. Using the min\_rel\_diff argument, you can instruct owsa\_tornado to exclude all parameters that fail to produce a relative change in the outcome below a specific fraction.*

*owsa\_tornado(o,*

*min\_rel\_diff = 0.05)*

*In order to attain the data.frame used to produce the tornado plot, use the return argument to change the type of object returned by the owsa\_tornado function.*

*owsa\_tornado(o,*

*return = “data”)*

*-* [*https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html*](https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html)

Page 26 of <https://cran.r-project.org/web/packages/dampack/dampack.pdf> has information on making changing to the visual parts of Tornado plots, putting things in black and white, etc.,.

Very simple tornado diagram explanation: <https://mbounthavong.com/blog/2018/5/26/communicating-data-effectively-with-data-visualizations-tornado-diagram>

At the moment, my tornado plot describes a NMB. If I wanted to change this to describe an ICER, it looks like according to the below I could do this just by adding the code from above to generate an ICER to the oncologySemiMarkov\_function.R, storing it in df\_cea, make sure it equals the ICER generated above and change:

outcomes = c(“NMB”), # output to do the OWSA on

to

outcomes = c(“ICER”), # output to do the OWSA on

But, at the moment I have code above where doing a tornado diagram on effectiveness as an outcome is described, so I can take their approach and apply my code to NMB if I like.

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\Deterministic Sensitivity Analysis\_ Generation.pdf

If a reviewer wants me to do a more unusual deterministic sensitivity analysis, which is probabilistic or includes regression, I can find information on doing that here: <https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html>

**Describing plotted outcome values over a range of values of the parameters of interest and treatment strategies:** OR, MORE SIMPLY PUT -> **Describing Plotting One Way Sensitivity Analysis (OWSA) Plot:**

In Figure X we conduct a one-way deterministic sensitivity analysis separately on each of the different parameters, per treatment strategy. This figure illustrates how the expected outcome value from the decision model varies (on the x axis) as the parameters vary across the range of minimum to maximum values described in Table X (on the y axis).

**Describing Optimal Strategy:**

While a tornado plot provides a useful visual aid to identify which parameters are driving the majority of the variation in the outcome of interest, such plots also obscure the fact that as a parameter changes from it’s minimum to it’s maximum value, the treatment strategy that maximises the specified model outcome may also vary across this range. Tornado plots depict changes in the expected outcome of the optimal strategy, rather than for a single strategy. However, this “optimal strategy” can vary when the parameter of interest alternates from low to high values, something which is generally obsfucated in tornado plots. Consequently, we also conduct a visualization of the optimal strategy, i.e., the strategy that maximises the expected outcome, over each parameter range in Figure X. We derive this optimal strategy plot from the results of the one-way sensitvity analysis. We only plot parameters that make changes in the optimal strategy as they vary. Thus, we can illustrate when the treatment strategy (SoC or experimental treatment) maximising the expectation of the outcome of interest (here NMB, but we can change this to ICERS) alternates as a function of each parameter of interest.

[Per: [https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html]](https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html%5D)

[If I do this and my optimal strategy says that the designation of which strategy is optimal doesnt alternate, I can report this as a result and show all my non-altered optimal strategy boxes in the diagram by removing plot\_const = FALSE, rather than thinking it invalidates the reason for doing an optimal strategy plot].

In plotting the optimal strategy as the parameter values change, in Figure X we demonstrate that the optimal strategy varies from SoC to Exp as X PARAMETER changes from Y to Z.

**Describing Two-Way Sensitivity Analysis:**

Finally, we *conduct a two-way uncertainty analysis to* investigate changes *in the outcome* when varying two parameters simultaneously. As informed by (Briggs et al. 2012) we conduct a two-way sensitivity *uncertainty* analysis for parameters expected to have a logical covariance. We examine how the expected outcome (here NMB) changes as both the hazard ratio adjustment applied to the PFS curve under standard of care - and accordingly the event rate in the control intervention - and the hazard ratio with the novel therapy change. The results of this uncertainty analysis are reported in Figure X. The axes represent the range of possible values of the parameters of interest. The quadrant is partitioned into regions according to which treatment strategy maximizes the expected outcome as a function of the two parameters being varied. With ICERS, all the possible ICERS following the TWSA are plotted in the quadrant and the boundary line indicates the specified ICER threshold [i.e., the WTP], where on on each side one treatment is preferred over the other, i.e., above the line treatment strategy A may be preferred to treatment strategy B, and vice-versa below, so, it dominates the other because it’s ICER value is sufficient to make this treatment cost-effective instead of the other.

ICERs explained on page 8 of:

[<file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>](file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf)

Per the following links, you can plot these on any model outcome - such as cost and effect, not just NMB. This is supported by when I went into the ispor webinar and applied these plots with ICERS as the outcomes rather than NMB, and it worked.

<https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html>

syzoekao.github.io/CEAutil/

Model Parameter Estimation and Uncertainty Analysis: A Report of the ISPOR-SMDM Modeling Good Research Practices Task Force Working Group–6 Andrew H. Briggs, DPhil, Milton C. Weinstein, PhD, Elisabeth A. L. Fenwick, PhD, Jonathan Karnon, PhD, Mark J. Sculpher, PhD, A. David Paltiel, PhD, on Behalf of the ISPOR-SMDM Modeling Good Research Practices Task Force

Figure 1 here: <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>

Cost Effectiveness Analysis of Pharmacokinetically-Guided 5-Fluorouracil in FOLFOX Chemotherapy for Metastatic Colorectal Cancer Daniel A. Goldstein,1 Qiushi Chen,2 Turgay Ayer,2 David H. Howard,1,3 Joseph Lipscomb,1,3 R. Donald Harvey,1 Bassel F. El-Rayes,1 Christopher R. Flowers

<file:///C:/Users/jonathanbriody/Downloads/goldstein2014.pdf>

Cost-effectiveness analysis of fruquintinib versus regorafenib as the third-line therapy for metastatic colorectal cancer in China Xin Guan, Hongchao Li, Xiaomo Xiong, Cike Peng, Ning Wang, Xiao Ma & Aixia Ma

<https://www.tandfonline.com/doi/pdf/10.1080/13696998.2021.1888743>

Cost-effectiveness of sorafenib versus best supportive care in advanced hepatocellular carcinoma in Egypt Gihan Hamdy Elsisi, Yousery Nada, Noha Rashad & João Carapinha <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Evidence%20Synthesis/Paper%20Materials%20and%20Methods/Hamdy%20Elsisi%20et%20al_2019_Cost-effectiveness%20of%20sorafenib%20versus%20best%20supportive%20care%20in%20advanced.pdf>

A Trial-Based Assessment of the Cost-Utility of Bevacizumab and Chemotherapy versus Chemotherapy Alone for Advanced Non-Small Cell Lung Cancer Bernardo Goulart, MD, MS1,2,\*, Scott Ramsey, MD, PhD1, <https://sci-hub.ru/10.1016/j.jval.2011.04.004>

## 08.1 Load PFS-PFSer Markov model function

To make the function work for my health states I rename “health” and “sick” in it to “PFS” and “OS” respectively.

One thing that concerns me is that the first line of the function sets willingness to pay at 10,000 and this is then used to build the net monetary benefit, I wonder if this needs to be updated for different willingess to pay values directly in the function or if I can do it in this Markov\_3state.Rmd file?

oncologySemiMarkov <- function(l\_params\_all, n\_wtp = 10000) {

It may just be creating an wtp for the NMB calculation in the function, because there is none for use in this function and one is needed to calculate:

v\_nmb\_d <- v\_tu\_d \* n\_wtp - v\_tc\_d

but probably a good idea to ensure this is the case (i.e., change the n\_wtp to see how it changes the nmb) and also ensure that I am happy with the NMB value currently under use (10,000 above), i.e. do a little reading and see if another n\_wtp may be more appropriate and maybe reach out to darth and see if there is a reason their wtp’s don’t match.

## 08.3 One-way sensitivity analysis (OWSA)

# A brief note on how parameters are varied one at a time:  
  
# A simple one-way DSA starts with choosing a model parameter to be investigated. Next, the modeler specifies a range for this parameter and the number of evenly spaced points along this range at which to evaluate model outcomes. The model is then run for each element of the vector of parameter values by setting the parameter of interest to the value, holding all other model parameters at their default base case values.  
  
# To conduct the one-way DSA, we then call the function run\_owsa\_det with my\_owsa\_params\_range, specifying the parameters to be varied and over which ranges, and my\_params\_basecase as the fixed parameter values to be used in the model when a parameter is not being explicitly varied in the one-way sensitivity analysis.  
  
# [In case I struggle to describe varying the hazard ratio, I describe this below]:  
  
# In the example below, we will conduct four one-way DSAs separately on four different parameters: the utility benefit of Treatment\_A; the cost of Treatment\_A; the reduction, as a hazard ratio, on the rate of progressing from Sick to Sicker with Treatment\_B; and the rate of dying from the Healthy state.  
  
# my\_owsa\_params\_range <- data.frame(pars = c("u\_trtA", "c\_trtA", "hr\_S1S2\_trtB", "r\_HD"),  
# min = c(0.9, 9000, 0.3, 0.001),  
# max = c(1, 24000, 0.9, 0.003))]  
  
# https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
  
  
# I've written up an explanation of tornado diagram probabilities and the rules behind the creating of boxes in Tornado diagrams, etc., here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\Tornado Diagram Probabilities Explained.R  
  
  
# Using ICERs in the tornado diagram:  
  
# Typically, it's very easy to get the tornado plot to work with ICERS rather than with NMB, you just change outcomes = c("NMB"), to outcomes = c("DSAICER"), and then change the function to include the following code, basically creating ICERs the same way you do in this Rmd file and then an insertion of DSAICER = DSA\_ICER into the df\_ce so that you have an ICER to include under outcomes = c("") as above:   
  
 # v\_nmb\_d <- v\_tu\_d \* n\_wtp - v\_tc\_d  
 #   
 # (df\_DSAcea <- calculate\_icers(cost = c(tc\_d\_SoC, tc\_d\_Exp),  
 # effect = c(tu\_d\_SoC, tu\_d\_Exp),  
 # strategies = v\_names\_strats))  
 # df\_DSAcea  
 #   
 # DSA\_ICER <- c(df\_DSAcea[2,6])  
 #   
 #   
 # df\_ce <- data.frame(Strategy = v\_names\_strats,  
 # Cost = v\_tc\_d,  
 # Effect = v\_tu\_d,  
 # NMB = v\_nmb\_d,  
 # DSAICER = DSA\_ICER)  
 #   
 # return(df\_ce)  
  
  
# However, I was having some trouble getting my tornado plot to generate. I think I've tracked the issue down to ggplot, which the dampack tornado plot code uses. I suspect that this was because some of my values were very small, because the exact issue I was getting was:  
  
#Error in if (zero\_range(as.numeric(limits))) { :  
#missing value where TRUE/FALSE needed   
  
# and per the following webpage https://stackoverflow.com/questions/12462479/r-ggplot2-simple-plot-cannot-specify-log-axis-limits other people have had the same issue and talked about ggplot and how this error might mean it won't accept certain issues. Also here: https://stackoverflow.com/questions/28474630/missing-value-where-true-false-needed-error-in-if-statement-in-r and here:https://stackoverflow.com/questions/55867994/ggplot-has-error-missing-value-where-true-false-needed and here: https://stackoverflow.com/questions/67810309/pot-histograms-and-had-error-missing-value-where-true-false-needed and here: https://stackoverflow.com/questions/53052874/define-new-scales-axis-tranform-for-ggplot and https://github.com/tidyverse/ggplot2/issues/2907 and https://github.com/tidyverse/ggplot2/issues/930 and https://community.rstudio.com/t/can-i-transform-scales-axes-from-log-to-linear-scale-in-ggplot2/69628/7 and https://groups.google.com/g/ggplot2/c/Z5dt6ZBnGII?pli=1  
  
# I should check if they build tornado diagrams without ggplot in the York code, and if they do at least I can see the ggplot in action and remedy the issue using one of the solutions suggested at the above links.  
  
  
# If I can't figure out how to get a tornado diagram to work with ICER's rather than NMB, I could follow the approach here of doing a probabilistic analysis and then creating another tornado diagram with ICERS on the probabilistic analysis. These examples explain the technicalities of how this is done in R but also from a theoretical viewpoint how this works:  
  
# https://github.com/DARTH-git/dampack/blob/master/R/owsa.R  
  
# Also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\doingtornadoprobabilsticallyexample.R  
  
# https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\cran-r-project-org-web-packages-dampack-vignettes-psa\_analysis-html.pdf  
  
# Alternatively, I could take the following approach described here:   
  
# https://rpubs.com/mbounthavong/decision\_tree\_model\_tutorial also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\rpubs-com-mbounthavong-decision\_tree\_model\_tutorial.pdf with the code that it calls saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\R Code\GitHub\COLOSSUS\_Model\tornado\_diagram\_code.R  
  
# I've actually coded up the above solution in quite a bit of detail. To get it working though I'll have to change oncologySemiMarkov\_function.R to be:  
  
#   
# v\_nmb\_d <- v\_tu\_d \* n\_wtp - v\_tc\_d  
#   
# (df\_DSAcea <- calculate\_icers(cost = c(tc\_d\_SoC, tc\_d\_Exp),  
# effect = c(tu\_d\_SoC, tu\_d\_Exp),  
# strategies = v\_names\_strats))  
# df\_DSAcea  
#   
# DSA\_ICER <- c(df\_DSAcea[2,6])  
#   
# # I'm picking the row and column where the ICER value appears in the df\_DSAcea dataframe created by calculate\_icers.  
#   
# # Generate the ouput  
# return(c(v\_names\_strats, v\_tc\_d, v\_tu\_d, DSA\_ICER))  
# })  
#   
# }  
#   
   
   
# Or I could try the below:  
  
# https://cran.r-project.org/web/packages/tornado/vignettes/tornadoVignette.html also saved here: https://cran.r-project.org/web/packages/tornado/vignettes/tornadoVignette.html  
  
# But if these don't work, because of using ggplot also, I could see if I can find a package or manual creation code that doesnt use ggplot, or seeing as the ggplot part of the code in the mbounthavong code happens somewhere I can see it and change it, I might be able to see if one of the fixes mentioned in the stack overflow links about can be applied and let the tornado plot be built.  
  
# Worst case scenario, I create the tornado diagram and two-way sensitivity analysis as NMB and report NMB's in the league table of results so it doesnt look too out of place.  
  
  
  
#Normal chrome Session buddy has all the tabs on describing tornado diagrams that I need to read saved. Canary session buddy has all the tabs saved on doing a tornado diagram outside of the darth framework.  
  
# A CODE CHUNK WHERE IT IS EASY TO RUN ALL THE CODE IN ONE FILE, WHICH WILL BE TAKEN AND ADDED TO THE ACTUAL TORNADO CODE CHUNKS LOWER DOWN.  
  
  
#p\_PD <- 0.05  
#p\_FD <- 0.02   
#u\_F <- 0.5  
#p\_FD\_SoC <- 0.05  
#p\_FD\_Exp <- 0.05  
  
#p\_FA1\_SoC <- p\_FA1\_STD  
#p\_FA2\_SoC <- p\_FA2\_STD  
#p\_FA3\_SoC <- p\_FA3\_STD  
  
# Because of how p\_FA1\_SoC is made, [i.e., p\_FA1\_SoC <- (p\_PFS\_SoC) \* p\_FA1\_STD means that I will get a different value of p\_FA1\_SoC for each cycle based on multiplying a static value of p\_FA1\_STD by the varying value of p\_PFS\_SoC] I will get the following error if I include it as it was created. I can address this just like the hazard ratio problem, but at the moment I havent thought about probabilities and the whole (p\_PFS\_SoC) \* p\_FA1\_STD part too deeply, so instead, I decide to make it non-varying by including just the static value that is multiplied by the changing p\_PFS\_SoC value as above. This all also holds for p\_FA2\_SoC and p\_FA3\_SoC.  
  
  
# Error in data.frame(pars = c("HR\_FP\_Exp", "HR\_FP\_SoC", "p\_PD", "p\_FD\_SoC", :   
# arguments imply differing number of rows: 29, 386  
  
  
# p\_A1F\_SoC = 0.01  
  
  
# p\_A1D\_SoC <- 0.00100000000000000000  
  
  
# I was having some trouble with the A1D probabilities - with the basecase not actually being between the min and the max. My assumptions was that because the numbers were so small they were being rounded and thus moved to a value that wasnt bigger or smaller than the base case value. Although I don't think this should fix things, as this is just the format in which things are printed to the screen, rather than the value that is saved in the parameter, I still set R to display as many digits as possible (22 is the max) per: https://stackoverflow.com/questions/6669681/preventing-r-from-rounding, as suspected things are unchanged whether options(digits=2) of options(digits=22)  
  
# I realised that the issue was that when the parameter was set equal to a value in the list below, this only changed the parameter value in the list, not outside the list, so when I create my min and max using that parameter, it is using it's initial value, not the value assigned in the list, the problem with this is that if the parameter value in the list and the value in the min and max calculation don't align, then the basecase value of the parameter from the list is unlikely to lie between the min and max created from this parameter value outside the list. I have a github commit where I get into this in greater detail here: https://github.com/JonathanBriody/COLOSSUS\_Model/commit/3b0cac700598e8d111c96ab39e13ce656ae80210 if the link doesnt work it's a commit called "the problem was this" around 5.15pm on the 20/07/22  
  
options(digits=4)  
  
## 4.1 Initialization ----  
  
# Load the model as a function that is defined in the supporting script  
# source("Functions\_markov\_3state.R")  
# Test function  
# calculate\_ce\_out(l\_params\_all)  
  
source(file = "oncologySemiMarkov\_function.R")  
# If I change any code in this main model code file, I will also need to update the function that I call.  
  
  
# Create list l\_params\_all with all input probabilities, costs, utilities, etc.,  
  
# Test whether the function works (and generates the same results)  
# - to do so, first a list of parameter values needs to be generated  
  
# In Koen's code they manually set the value of things here, i.e. HR\_FP\_Exp = 0.6, however, to support replicability I just set the variables equal to themselves for this list, and that way if I change something like HR\_FP\_Exp = 0.6, to HR\_FP\_Exp = 0.9 earlier in this R code it will automatically update here as well.  
  
# I know that the values they used in this section were the same as their earlier values as they gave identical results when changed from manual values to setting the variable names equal to themselves, apart from .01 of a difference for NMB, but that's probably a rounding thing:  
  
  
  
#   
# > l\_params\_all <- list(  
# + coef\_weibull\_shape\_SoC = 0.7700246,  
# + coef\_weibull\_scale\_SoC = 1.742534,  
# + HR\_FP\_Exp = 0.6,  
# + p\_FD = 0.02,   
# + p\_PD = 0.1,   
# + c\_F\_SoC = 400,   
# + c\_F\_Exp = 800,  
# + c\_P = 1000,   
# + c\_D = 0,   
# + u\_F = 0.8,   
# + u\_P = 0.5,   
# + u\_D = 0,   
# + d\_e = 0.03,   
# + d\_c = 0.03,  
# + n\_cycle = 60,  
# + t\_cycle = 0.25  
# + )  
# >   
# > oncologySemiMarkov(l\_params\_all = l\_params\_all, n\_wtp = 20000)  
# Strategy Cost Effect NMB  
# 1 Standard of Care 11493.14 3.725848 63023.81  
# 2 Experimental 18913.35 4.148299 64052.63  
# > l\_params\_all <- list(  
# + coef\_weibull\_shape\_SoC = coef\_weibull\_shape\_SoC,  
# + coef\_weibull\_scale\_SoC = coef\_weibull\_scale\_SoC,  
# + HR\_FP\_Exp = HR\_FP\_Exp,  
# + p\_FD = p\_FD,   
# + p\_PD = p\_PD,   
# + c\_F\_SoC = c\_F\_SoC,   
# + c\_F\_Exp = c\_F\_Exp,  
# + c\_P = c\_P,   
# + c\_D = c\_D,   
# + u\_F = u\_F,   
# + u\_P = u\_P,   
# + u\_D = u\_D,   
# + d\_e = d\_e,   
# + d\_c = d\_c,  
# + n\_cycle = n\_cycle,  
# + t\_cycle = t\_cycle  
# + )  
# > oncologySemiMarkov(l\_params\_all = l\_params\_all, n\_wtp = 20000)  
# Strategy Cost Effect NMB  
# 1 Standard of Care 11493.14 3.725848 63023.82  
# 2 Experimental 18913.35 4.148299 64052.64  
  
# Now I update this list with the variables I have:  
  
# If I updated utility for AE above, then I'll have to take that into account for u\_F below:  
  
l\_params\_all <- list(  
 HR\_FP\_Exp = HR\_FP\_Exp,  
 HR\_FP\_SoC = HR\_FP\_SoC,  
 HR\_PD\_Exp = HR\_PD\_Exp,  
 HR\_PD\_SoC = HR\_PD\_SoC,  
 P\_OSD\_SoC = P\_OSD\_SoC,   
 P\_OSD\_Exp = P\_OSD\_Exp,  
 p\_FA1\_STD = p\_FA1\_STD,  
 p\_FA2\_STD = p\_FA2\_STD,  
 p\_FA3\_STD = p\_FA3\_STD,  
 p\_FA1\_EXPR = p\_FA1\_EXPR,  
 p\_FA2\_EXPR = p\_FA2\_EXPR,  
 p\_FA3\_EXPR = p\_FA3\_EXPR,  
 administration\_cost = administration\_cost,  
 #ITS FINE TO INCLUDE THE INGRIDENIENTS THAT MAKE UP c\_F\_SoC, c\_F\_Exp, c\_P, but don't include c\_F\_SoC, c\_F\_Exp, c\_P themsleves, BECAUSE WE ARE CHANGING WHAT BUILDS THESE COSTS WITH THE INGRIEDIENTS, SO WE DON'T WANT TO CHANGE IT AGAIN HERE ONCE WE'VE CHANGED WHAT BUILDS IT  
 c\_PFS\_Folfox = c\_PFS\_Folfox,  
 c\_PFS\_Bevacizumab = c\_PFS\_Bevacizumab,  
 c\_OS\_Folfiri = c\_OS\_Folfiri,  
 c\_D = c\_D,   
 c\_AE1 = c\_AE1,  
 c\_AE2 = c\_AE2,  
 c\_AE3 = c\_AE3,  
 u\_F = u\_F,   
 #ITS FINE TO INCLUDE U\_F BUT DON'T INCLUDE U\_F\_SoC, BECAUSE WE ARE CHANGING WHAT BUILDS U\_F\_SoC WTH U\_F AND AE1\_DisUtil SO WE DON'T WANT TO CHANGE IT AGAIN HERE ONCE WE'VE CHANGED WHAT BUILDS IT  
 u\_P = u\_P,   
 u\_D = u\_D,   
 AE1\_DisUtil = AE1\_DisUtil,  
 AE2\_DisUtil = AE2\_DisUtil,  
 AE3\_DisUtil = AE3\_DisUtil,  
 d\_e = d\_e,   
 d\_c = d\_c,  
 n\_cycle = n\_cycle,  
 t\_cycle = t\_cycle  
)  
  
   
 #######################################################################  
   
# p\_FA1\_SoC <- (p\_PFS\_SoC) \* p\_FA1\_STD  
# p\_FA2\_SoC <- (p\_PFS\_SoC) \* p\_FA2\_STD  
# p\_FA3\_SoC <- (p\_PFS\_SoC) \* p\_FA3\_STD  
   
 # I think that, to ensure the probability is a conditional probability for p\_FA1\_SoC, I need to define it as above, because I know that p\_PFS\_SoC changes due to the hazard ratio changes, BUT, if I want to alter the probability of the adverse event in my model, I should let: p\_FA1\_STD reflect my adverse event and include this in the OWSA code, rather than p\_FA1\_SoC - because p\_FA1\_STD can be changed by 20% and then this code above will create p\_FA1\_SoC conditional on the new probability for p\_PFS\_SoC as this changes with the changing hazard ratios in the senstivity analysis. So, p\_FA1\_SoC will be conditional on the updated p\_PFS\_SoC rather than the original p\_PFS\_SoC pre-hazard ratio changes to p\_PFS\_SoC.  
  
# The above was applicable when adverse events represented health states initially.  
  
  
  
# Test function  
  
# Test whether the function works (and generates the same results)  
  
oncologySemiMarkov(l\_params\_all = l\_params\_all, n\_wtp = 45000)

## Strategy Cost Effect DSAICER  
## 1 Standard of Care 24703 0.3346 173846  
## 2 Experimental Treatment 78860 0.6462 173846

# I can't use these probabilities because they are from Free to Progressed, but now those probabilities are time-sensitive, so if I try to change these here and include them in the tornado diagram I'll be including too many things, as I explain in my description on hazard ratios.  
  
# Minimum\_p\_FP\_SoC <- p\_FP\_SoC - 0.20\*p\_FP\_SoC  
# Maximum\_p\_FP\_SoC <- p\_FP\_SoC + 0.20\*p\_FP\_SoC  
#   
#   
# Minimum\_p\_FP\_Exp <- p\_FP\_Exp - 0.20\*p\_FP\_Exp  
# Maximum\_p\_FP\_Exp <- p\_FP\_Exp + 0.20\*p\_FP\_Exp  
  
  
# Hazard Ratios:  
  
# To vary transition probabilities is slightly complex in a time dependent model.  
  
  
# FOR THE TRANSITION PROBABILITY FROM FREE TO PROGRESSION WE CAN MULTIPLY THAT PARAMETER BY 20% ONCE AND IT WILL CHANGE THE TRANSITION PROBABILITIES AT EACH CYCLE   
   
# > Minimum\_p\_FP\_SoC <- p\_FP\_SoC - 0.20\*p\_FP\_SoC  
# > Maximum\_p\_FP\_SoC <- p\_FP\_SoC + 0.20\*p\_FP\_SoC  
  
# > p\_FP\_SoC  
# ...0.249399924  
# > Minimum\_p\_FP\_SoC  
# ...0.1995199390  
# > Maximum\_p\_FP\_SoC  
# ...0.299279908  
  
# 0.0499 is 20% of 0.249399924  
# 0.249399924 - 0.0499 = 0.199499924  
# 0.249399924 + 0.0499 = 0.299299924   
  
# So, this allows us to have the 20% variability on our time dependent transition probabilities  
  
  
# WE DONT NEED TO HAVE A MAX (MEAN+20%) AND MIN (MEAN-20%) FOR THE HAZARD RATIO TOO IF WE HAVE THESE FOR TRANSITION PROBABILITIES FOR THE EXPERIMENTAL TREATMENT.  
  
# There's a problem below, df\_params\_OWSA doesnt like the fact that a different probability for each cycle (from the time-dependent transition probabilities) gives 122 rows.   
   
# > df\_params\_OWSA <- data.frame(  
# + pars = c("c\_F\_Exp", "u\_F", "p\_FP\_SoC", "p\_FP\_Exp"), # names of the parameters to be changed  
# + min = c(400, 0.70, Minimum\_p\_FP\_SoC, Minimum\_p\_FP\_Exp), # min parameter values  
# + max = c(1200, 0.90, Maximum\_p\_FP\_SoC, Maximum\_p\_FP\_Exp) # max parameter values  
# + )  
# Error in data.frame(pars = c("c\_F\_Exp", "u\_F", "p\_FP\_SoC", "p\_FP\_Exp"), :   
# arguments imply differing number of rows: 4, 122  
#   
  
# To address this, I can go back to the Goldstein approach and change the hazard ratio instead. For the experimental strategy this is simple to do as there already is a hazard ratio in generating experimental strategy transition probabilities.   
  
# For the standard of care strategy I'll have to add a hazard ratio into oncologySemiMarkov\_function that is equal to 1 and get's multiplied by the standard of care stuff first, then I can vary this by a min and a max as above.  
  
  
  
  
UpperCI <- 0.87  
LowerCI <- 0.53  
  
  
  
  
HR\_FP\_Exp

## [1] 0.68

Minimum\_HR\_FP\_Exp <- LowerCI  
Maximum\_HR\_FP\_Exp <- UpperCI  
  
  
  
HR\_FP\_SoC

## [1] 1

Minimum\_HR\_FP\_SoC <- HR\_FP\_SoC - 0.20\*HR\_FP\_SoC  
Maximum\_HR\_FP\_SoC <- HR\_FP\_SoC + 0.20\*HR\_FP\_SoC  
  
  
# Now that we're using the OS curves, I add hazard ratios for PFS to dead that reflect the hazard ratio of the experimental strategy changing the probability of going from PFS to Death, and the hazard ratio of 1 that apply in standard of care so that I can vary transition probabilities under standard of care in this one-way sensitivity analysis:  
  
HR\_PD\_SoC

## [1] 1

Minimum\_HR\_PD\_SoC <- HR\_PD\_SoC - 0.20\*HR\_PD\_SoC  
Maximum\_HR\_PD\_SoC <- HR\_PD\_SoC + 0.20\*HR\_PD\_SoC  
  
  
OS\_UpperCI <- 0.86  
OS\_LowerCI <- 0.49  
   
   
HR\_PD\_Exp

## [1] 0.65

Minimum\_HR\_PD\_Exp <- OS\_LowerCI  
Maximum\_HR\_PD\_Exp <- OS\_UpperCI  
  
  
  
  
  
  
  
  
# Probability of progressive disease to death:  
  
# Under the assumption that everyone will get the same second line therapy, I give them all the same probability of going from progessed (i.e., OS) to dead, and thus only need to include p\_PD here once - because it is applied in oncologySemiMarkov\_function.R for both SoC and Exp. ACTUALLY I THINK IT SHOULD BE P\_OSD\_SoC P\_OSD\_Exp BOTH INCLUDED.  
  
P\_OSD\_SoC

## [1] 0.17

Minimum\_P\_OSD\_SoC <- 0.12  
Maximum\_P\_OSD\_SoC <- 0.22  
  
P\_OSD\_Exp

## [1] 0.17

Minimum\_P\_OSD\_Exp <- 0.12  
Maximum\_P\_OSD\_Exp <- 0.22  
  
  
  
  
  
  
  
# Probability of going from PFS to Death states under the standard of care treatment and the experimental treatment:  
  
# # HR\_PD\_SoC and HR\_PD\_Exp address this as above:  
  
# p\_FD\_SoC  
#   
# Minimum\_p\_FD\_SoC <- p\_FD\_SoC - 0.20\*p\_FD\_SoC  
# Maximum\_p\_FD\_SoC <- p\_FD\_SoC + 0.20\*p\_FD\_SoC  
#   
# p\_FD\_Exp  
#   
# Minimum\_p\_FD\_Exp<- p\_FD\_Exp - 0.20\*p\_FD\_Exp  
# Maximum\_p\_FD\_Exp <- p\_FD\_Exp + 0.20\*p\_FD\_Exp  
  
  
  
# Probability of Adverse Events:  
  
p\_FA1\_STD

## [1] 0.04

Minimum\_p\_FA1\_STD <- p\_FA1\_STD - 0.20\*p\_FA1\_STD  
Maximum\_p\_FA1\_STD <- p\_FA1\_STD + 0.20\*p\_FA1\_STD  
  
p\_FA2\_STD

## [1] 0.31

Minimum\_p\_FA2\_STD <- p\_FA2\_STD - 0.20\*p\_FA2\_STD  
Maximum\_p\_FA2\_STD <- p\_FA2\_STD + 0.20\*p\_FA2\_STD  
  
p\_FA3\_STD

## [1] 0.31

Minimum\_p\_FA3\_STD <- p\_FA3\_STD - 0.20\*p\_FA3\_STD  
Maximum\_p\_FA3\_STD <- p\_FA3\_STD + 0.20\*p\_FA3\_STD  
  
  
p\_FA1\_EXPR

## [1] 0.07

Minimum\_p\_FA1\_EXPR <- p\_FA1\_EXPR - 0.20\*p\_FA1\_EXPR  
Maximum\_p\_FA1\_EXPR <- p\_FA1\_EXPR + 0.20\*p\_FA1\_EXPR  
  
p\_FA2\_EXPR

## [1] 0.11

Minimum\_p\_FA2\_EXPR <- p\_FA2\_EXPR - 0.20\*p\_FA2\_EXPR  
Maximum\_p\_FA2\_EXPR <- p\_FA2\_EXPR + 0.20\*p\_FA2\_EXPR  
  
p\_FA3\_EXPR

## [1] 0.07

Minimum\_p\_FA3\_EXPR <- p\_FA3\_EXPR - 0.20\*p\_FA3\_EXPR  
Maximum\_p\_FA3\_EXPR <- p\_FA3\_EXPR + 0.20\*p\_FA3\_EXPR  
  
  
  
  
  
  
#install.packages("Rmpfr")  
#library(Rmpfr)  
  
#   
# Minimum\_p\_A1D\_SoC <- mpfr(Minimum\_p\_A1D\_SoC,200) # set arbitrary precision that's greater than R default  
# Maximum\_p\_A1D\_SoC <- mpfr(Maximum\_p\_A1D\_SoC,200) # set arbitrary precision that's greater than R default  
#   
#   
# Minimum\_p\_A2D\_SoC <- mpfr(Minimum\_p\_A2D\_SoC,200) # set arbitrary precision that's greater than R default  
# Maximum\_p\_A2D\_SoC <- mpfr(Maximum\_p\_A2D\_SoC,200) # set arbitrary precision that's greater than R default  
#   
# Minimum\_p\_A3D\_SoC <- mpfr(Minimum\_p\_A3D\_SoC,200) # set arbitrary precision that's greater than R default  
# Maximum\_p\_A3D\_SoC <- mpfr(Maximum\_p\_A3D\_SoC,200) # set arbitrary precision that's greater than R default  
  
  
  
  
# Cost:  
  
# If I decide to include the cost of the test for patients I will also need to include this in the sensitivity analysis here:  
  
administration\_cost

## [1] 365

Minimum\_administration\_cost <- administration\_cost - 0.20\*administration\_cost  
Maximum\_administration\_cost <- administration\_cost + 0.20\*administration\_cost  
  
c\_PFS\_Folfox

## [1] 307.8

Minimum\_c\_PFS\_Folfox <- c\_PFS\_Folfox - 0.20\*c\_PFS\_Folfox  
Maximum\_c\_PFS\_Folfox <- c\_PFS\_Folfox + 0.20\*c\_PFS\_Folfox  
  
c\_PFS\_Bevacizumab

## [1] 2580

Minimum\_c\_PFS\_Bevacizumab <- c\_PFS\_Bevacizumab - 0.20\*c\_PFS\_Bevacizumab  
Maximum\_c\_PFS\_Bevacizumab <- c\_PFS\_Bevacizumab + 0.20\*c\_PFS\_Bevacizumab  
  
c\_OS\_Folfiri

## [1] 326

Minimum\_c\_OS\_Folfiri <- c\_OS\_Folfiri - 0.20\*c\_OS\_Folfiri  
Maximum\_c\_OS\_Folfiri <- c\_OS\_Folfiri + 0.20\*c\_OS\_Folfiri  
  
c\_D

## [1] 0

Minimum\_c\_D <- c\_D - 0.20\*c\_D  
Maximum\_c\_D <- c\_D + 0.20\*c\_D  
  
c\_AE1

## [1] 2836

Minimum\_c\_AE1 <- c\_AE1 - 0.20\*c\_AE1  
Maximum\_c\_AE1 <- c\_AE1 + 0.20\*c\_AE1  
  
c\_AE2

## [1] 1459

Minimum\_c\_AE2 <- c\_AE2 - 0.20\*c\_AE2  
Maximum\_c\_AE2 <- c\_AE2 + 0.20\*c\_AE2  
  
c\_AE3

## [1] 409

Minimum\_c\_AE3 <- c\_AE3 - 0.20\*c\_AE3  
Maximum\_c\_AE3 <- c\_AE3 + 0.20\*c\_AE3  
  
  
# Utilities:  
  
u\_F

## [1] 0.85

Minimum\_u\_F <- 0.68  
Maximum\_u\_F <- 1.00  
  
  
u\_P

## [1] 0.65

Minimum\_u\_P <- 0.52  
Maximum\_u\_P <- 0.78   
  
  
u\_D

## [1] 0

Minimum\_u\_D <- u\_D - 0.20\*u\_D  
Maximum\_u\_D <- u\_D + 0.20\*u\_D   
  
  
AE1\_DisUtil

## [1] 0.45

Minimum\_AE1\_DisUtil <- AE1\_DisUtil - 0.20\*AE1\_DisUtil  
Maximum\_AE1\_DisUtil <- AE1\_DisUtil + 0.20\*AE1\_DisUtil   
  
  
AE2\_DisUtil

## [1] 0.19

Minimum\_AE2\_DisUtil <- AE2\_DisUtil - 0.20\*AE2\_DisUtil  
Maximum\_AE2\_DisUtil <- AE2\_DisUtil + 0.20\*AE2\_DisUtil   
  
  
AE3\_DisUtil

## [1] 0.36

Minimum\_AE3\_DisUtil <- AE3\_DisUtil - 0.20\*AE3\_DisUtil  
Maximum\_AE3\_DisUtil <- AE3\_DisUtil + 0.20\*AE3\_DisUtil   
  
  
   
   
# Discount factor  
# Cost Discount Factor  
# Utility Discount Factor  
# I divided these by 365 earlier in the R markdown document, so no need to do that again here:  
  
d\_e

## [1] 0.0001096

Minimum\_d\_e <- 0  
Maximum\_d\_e <- 0.08/365  
  
  
  
d\_c

## [1] 0.0001096

Minimum\_d\_c <- 0  
Maximum\_d\_c <- 0.08/365  
  
#   
# df\_params\_OWSA <- data.frame(  
# pars = c("HR\_FP\_Exp", "HR\_FP\_SoC", "p\_PD", "p\_FD\_SoC", "p\_FD\_Exp", "p\_FA1\_SoC", "p\_A1F\_SoC", "p\_FA2\_SoC", "p\_A2F\_SoC", "p\_FA3\_SoC", "p\_A3F\_SoC", "p\_A1D\_SoC", "p\_A2D\_SoC", "p\_A3D\_SoC"), # names of the parameters to be changed  
# min = c(Minimum\_HR\_FP\_Exp, Minimum\_HR\_FP\_SoC, Minimum\_p\_PD, Minimum\_p\_FD\_SoC, Minimum\_p\_FD\_Exp, Minimum\_p\_FA1\_SoC, Minimum\_p\_A1F\_SoC, Minimum\_p\_FA2\_SoC, Minimum\_p\_A2F\_SoC, Minimum\_p\_FA3\_SoC, Minimum\_p\_A3F\_SoC, Minimum\_p\_A1D\_SoC, Minimum\_p\_A2D\_SoC, Minimum\_p\_A3D\_SoC), # min parameter values  
# max = c(Maximum\_HR\_FP\_Exp, Maximum\_HR\_FP\_SoC, Maximum\_p\_PD, Maximum\_p\_FD\_SoC, Maximum\_p\_FD\_Exp, Maximum\_p\_FA1\_SoC, Maximum\_p\_A1F\_SoC, Maximum\_p\_FA2\_SoC, Maximum\_p\_A2F\_SoC, Maximum\_p\_FA3\_SoC, Maximum\_p\_A3F\_SoC, Maximum\_p\_A1D\_SoC, Maximum\_p\_A2D\_SoC, Maximum\_p\_A3D\_SoC) # max parameter values  
# )  
  
  
# I am concerned that the min or max may go above 1 or below 0 in cases where parameter values should be bounded at 1 or 0, therefore, in such cases I say, replace the minimum I created with 0 or the maximum I created with 1, if the minimum is below 0 or the maximum is above 1:  
  
  
HR\_FP\_Exp

## [1] 0.68

Minimum\_HR\_FP\_Exp<- replace(Minimum\_HR\_FP\_Exp, Minimum\_HR\_FP\_Exp<0, 0)  
Maximum\_HR\_FP\_Exp<- replace(Maximum\_HR\_FP\_Exp, Maximum\_HR\_FP\_Exp>1, 1)  
  
HR\_FP\_SoC

## [1] 1

Minimum\_HR\_FP\_SoC<- replace(Minimum\_HR\_FP\_SoC, Minimum\_HR\_FP\_SoC<0, 0)  
Maximum\_HR\_FP\_SoC<- replace(Maximum\_HR\_FP\_SoC, Maximum\_HR\_FP\_SoC>1, 1)  
  
HR\_PD\_SoC

## [1] 1

Minimum\_HR\_PD\_SoC<- replace(Minimum\_HR\_PD\_SoC, Minimum\_HR\_PD\_SoC<0, 0)  
Maximum\_HR\_PD\_SoC<- replace(Maximum\_HR\_PD\_SoC, Maximum\_HR\_PD\_SoC>1, 1)  
  
HR\_PD\_Exp

## [1] 0.65

Minimum\_HR\_PD\_Exp<- replace(Minimum\_HR\_PD\_Exp, Minimum\_HR\_PD\_Exp<0, 0)  
Maximum\_HR\_PD\_Exp<- replace(Maximum\_HR\_PD\_Exp, Maximum\_HR\_PD\_Exp>1, 1)  
  
P\_OSD\_SoC

## [1] 0.17

Minimum\_P\_OSD\_SoC<- replace(Minimum\_P\_OSD\_SoC, Minimum\_P\_OSD\_SoC<0, 0)  
Maximum\_P\_OSD\_SoC<- replace(Maximum\_P\_OSD\_SoC, Maximum\_P\_OSD\_SoC>1, 1)  
  
P\_OSD\_Exp

## [1] 0.17

Minimum\_P\_OSD\_Exp<- replace(Minimum\_P\_OSD\_Exp, Minimum\_P\_OSD\_Exp<0, 0)  
Maximum\_P\_OSD\_Exp<- replace(Maximum\_P\_OSD\_Exp, Maximum\_P\_OSD\_Exp>1, 1)  
  
p\_FA1\_STD

## [1] 0.04

Minimum\_p\_FA1\_STD<- replace(Minimum\_p\_FA1\_STD, Minimum\_p\_FA1\_STD<0, 0)  
Maximum\_p\_FA1\_STD<- replace(Maximum\_p\_FA1\_STD, Maximum\_p\_FA1\_STD>1, 1)  
  
p\_FA2\_STD

## [1] 0.31

Minimum\_p\_FA2\_STD<- replace(Minimum\_p\_FA2\_STD, Minimum\_p\_FA2\_STD<0, 0)  
Maximum\_p\_FA2\_STD<- replace(Maximum\_p\_FA2\_STD, Maximum\_p\_FA2\_STD>1, 1)  
  
p\_FA3\_STD

## [1] 0.31

Minimum\_p\_FA3\_STD<- replace(Minimum\_p\_FA3\_STD, Minimum\_p\_FA3\_STD<0, 0)  
Maximum\_p\_FA3\_STD<- replace(Maximum\_p\_FA3\_STD, Maximum\_p\_FA3\_STD>1, 1)  
  
p\_FA1\_EXPR

## [1] 0.07

Minimum\_p\_FA1\_EXPR<- replace(Minimum\_p\_FA1\_EXPR, Minimum\_p\_FA1\_EXPR<0, 0)  
Maximum\_p\_FA1\_EXPR<- replace(Maximum\_p\_FA1\_EXPR, Maximum\_p\_FA1\_EXPR>1, 1)  
  
p\_FA2\_EXPR

## [1] 0.11

Minimum\_p\_FA2\_EXPR<- replace(Minimum\_p\_FA2\_EXPR, Minimum\_p\_FA2\_EXPR<0, 0)  
Maximum\_p\_FA2\_EXPR<- replace(Maximum\_p\_FA2\_EXPR, Maximum\_p\_FA2\_EXPR>1, 1)  
  
p\_FA3\_EXPR

## [1] 0.07

Minimum\_p\_FA3\_EXPR<- replace(Minimum\_p\_FA3\_EXPR, Minimum\_p\_FA3\_EXPR<0, 0)  
Maximum\_p\_FA3\_EXPR<- replace(Maximum\_p\_FA3\_EXPR, Maximum\_p\_FA3\_EXPR>1, 1)  
  
u\_F

## [1] 0.85

Minimum\_u\_F<- replace(Minimum\_u\_F, Minimum\_u\_F<0, 0)  
Maximum\_u\_F<- replace(Maximum\_u\_F, Maximum\_u\_F>1, 1)  
  
u\_P

## [1] 0.65

Minimum\_u\_P<- replace(Minimum\_u\_P, Minimum\_u\_P<0, 0)  
Maximum\_u\_P<- replace(Maximum\_u\_P, Maximum\_u\_P>1, 1)  
  
AE1\_DisUtil

## [1] 0.45

Minimum\_AE1\_DisUtil<- replace(Minimum\_AE1\_DisUtil, Minimum\_AE1\_DisUtil<0, 0)  
Maximum\_AE1\_DisUtil<- replace(Maximum\_AE1\_DisUtil, Maximum\_AE1\_DisUtil>1, 1)  
  
AE2\_DisUtil

## [1] 0.19

Minimum\_AE2\_DisUtil<- replace(Minimum\_AE2\_DisUtil, Minimum\_AE2\_DisUtil<0, 0)  
Maximum\_AE2\_DisUtil<- replace(Maximum\_AE2\_DisUtil, Maximum\_AE2\_DisUtil>1, 1)  
  
AE3\_DisUtil

## [1] 0.36

Minimum\_AE3\_DisUtil<- replace(Minimum\_AE3\_DisUtil, Minimum\_AE3\_DisUtil<0, 0)  
Maximum\_AE3\_DisUtil<- replace(Maximum\_AE3\_DisUtil, Maximum\_AE3\_DisUtil>1, 1)  
  
  
  
# A one-way sensitivity analysis (OWSA) can be defined by specifying the names of the parameters that are to be incuded and their minimum and maximum values.  
  
  
# We create a dataframe containing all parameters we want to do the sensitivity analysis on, and the min and max values of the parameters of interest   
# "min" and "max" are the mininum and maximum values of the parameters of interest.  
  
  
# options(scipen = 999) # disabling scientific notation in R  
  
df\_params\_OWSA <- data.frame(  
 pars = c("HR\_FP\_Exp", "HR\_FP\_SoC", "HR\_PD\_SoC", "HR\_PD\_Exp", "P\_OSD\_SoC", "P\_OSD\_Exp", "p\_FA1\_STD", "p\_FA2\_STD", "p\_FA3\_STD", "p\_FA1\_EXPR", "p\_FA2\_EXPR", "p\_FA3\_EXPR", "administration\_cost", "c\_PFS\_Folfox", "c\_PFS\_Bevacizumab", "c\_OS\_Folfiri", "c\_AE1", "c\_AE2", "c\_AE3", "d\_e", "d\_c", "u\_F", "u\_P", "AE1\_DisUtil", "AE2\_DisUtil", "AE3\_DisUtil"), # names of the parameters to be changed  
 min = c(Minimum\_HR\_FP\_Exp, Minimum\_HR\_FP\_SoC, Minimum\_HR\_PD\_SoC, Minimum\_HR\_PD\_Exp, Minimum\_P\_OSD\_SoC, Minimum\_P\_OSD\_Exp, Minimum\_p\_FA1\_STD, Minimum\_p\_FA2\_STD, Minimum\_p\_FA3\_STD, Minimum\_p\_FA1\_EXPR, Minimum\_p\_FA2\_EXPR, Minimum\_p\_FA3\_EXPR, Minimum\_administration\_cost, Minimum\_c\_PFS\_Folfox, Minimum\_c\_PFS\_Bevacizumab, Minimum\_c\_OS\_Folfiri, Minimum\_c\_AE1, Minimum\_c\_AE2, Minimum\_c\_AE3, Minimum\_d\_e, Minimum\_d\_c, Minimum\_u\_F, Minimum\_u\_P, Minimum\_AE1\_DisUtil, Minimum\_AE2\_DisUtil, Minimum\_AE3\_DisUtil), # min parameter values  
 max = c(Maximum\_HR\_FP\_Exp, Maximum\_HR\_FP\_SoC, Maximum\_HR\_PD\_SoC, Maximum\_HR\_PD\_Exp, Maximum\_P\_OSD\_SoC, Maximum\_P\_OSD\_Exp, Maximum\_p\_FA1\_STD, Maximum\_p\_FA2\_STD, Maximum\_p\_FA3\_STD, Maximum\_p\_FA1\_EXPR, Maximum\_p\_FA2\_EXPR, Maximum\_p\_FA3\_EXPR, Maximum\_administration\_cost, Maximum\_c\_PFS\_Folfox, Maximum\_c\_PFS\_Bevacizumab, Maximum\_c\_OS\_Folfiri, Maximum\_c\_AE1, Maximum\_c\_AE2, Maximum\_c\_AE3, Maximum\_d\_e, Maximum\_d\_c, Maximum\_u\_F, Maximum\_u\_P, Maximum\_AE1\_DisUtil, Maximum\_AE2\_DisUtil, Maximum\_AE3\_DisUtil) # max parameter values  
)  
  
   
  
  
  
  
  
  
  
  
# I made sure the names of the parameters to be varied and their mins and maxs are in the same order in all the brackets above in order to make sure that the min and max being applied are the min and the max of the parameter I want to consider a min and a max for.  
  
  
  
# The OWSA is performed using the run\_owsa\_det function  
  
  
# This function runs a deterministic one-way sensitivity analysis (OWSA) on a given function that produces outcomes. rdrr.io/github/DARTH-git/dampack/src/R/run\_dsa.R  
  
DSAICER <- run\_owsa\_det(  
  
# run\_owsa\_det: https://rdrr.io/github/DARTH-git/dampack/man/run\_owsa\_det.html  
  
 # We need to make sure we consistently use "DSAICER" throughout, or else the function will present with an error saying "DSAICER" not found.   
   
# Arguments:  
   
 params\_range = df\_params\_OWSA, # dataframe with parameters for OWSA  
  
# params\_range   
# data.frame with 3 columns of parameters for OWSA in the following order: "pars", "min", and "max".  
# The number of samples from this range is determined by nsamp.   
# "pars" are the parameters of interest and must be a subset of the parameters from params\_basecase.  
  
  
# Details  
# params\_range  
   
# "pars" are the names of the input parameters of interest. These are the parameters that will be varied in the deterministic sensitivity analysis. variables in "pars" column must be a subset of variables in params\_basecase  
   
  
   
 params\_basecase = l\_params\_all, # list with all parameters  
  
# params\_basecase   
  
# a named list of basecase values for input parameters needed by FUN, the user-defined function. So, I guess it takes the values that the parameters are equal to in l\_params\_all as the base case, so if cost is generated equal to 1,000 it'll take that as the base case, and then take the min and the max around this from the data.frame we created above.  
  
# To conduct the one-way DSA, we then call the function run\_owsa\_det with my\_owsa\_params\_range, specifying the parameters to be varied and over which ranges, and my\_params\_basecase as the fixed parameter values to be used in the model when a parameter is not being explicitly varied in the one-way sensitivity analysis. https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
 nsamp = 100, # number of parameter values  
  
# nsamp   
  
# number of sets of parameter values to be generated. If NULL, 100 parameter values are used -> I think Eva Enns said these are automatically evenly spaced out values of the parameters.  
  
# Additional inputs are the number of equally-spaced samples (nsamp) to be used between the specified minimum and maximum of each range, the user-defined function (FUN) to be called to generate model outcomes for each strategy, the vector of outcomes to be stored (must be outcomes generated by the data frame output of the function passed in FUN), and the vector of strategy names to be evaluated.  
  
# cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
 FUN = oncologySemiMarkov, # function to compute outputs  
  
# FUN   
# function that takes the basecase in params\_basecase and runs the analysis in the function... to produce the outcome of interest. The FUN must return a dataframe where the first column are the strategy names and the rest of the columns must be outcomes.  
#   
  
 outcomes = c("DSAICER"), # output to do the OWSA on  
  
# string vector with the outcomes of interest from FUN produced by nsamp  
# This basically tells run\_owsa\_det what the name of the outcome of interest from the function we fed it is. Here our function previously had NMB, i.e., the net monetary benefit.  
  
# outcomes = c("NMB"), # output to do the OWSA on  
  
# outcomes   
  
 strategies = v\_names\_strats, # names of the strategies  
  
# strategies  
# Set it equal to a vector of strategy names. The default NULL will use strategy names in FUN ( strategies = NULL,)  
# Here that's "Standard of Care" and "Experimental Treatment".  
  
 progress = TRUE,  
  
# progress   
# TRUE or FALSE for whether or not function progress should be displayed in console, i.e., like 75% complete, 100%, etc.,  
  
# The input progress = TRUE allows the user to see a progress bar as the DSA is conducted. When many parameters are being varied, nsamp is large, and/or the user-defined function is computationally burdensome, the DSA may take a noticeable amount of time to compute and the progress display is recommended.  
# cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
  
 n\_wtp = 45000 # extra argument to pass to FUN to specify the willingness to pay  
)

## | | | 0% | | | 1% | |= | 1% | |= | 2% | |== | 2% | |== | 3% | |== | 4% | |=== | 4% | | | 0% | |=== | 4% | |=== | 5% | |==== | 5% | |==== | 6% | |===== | 6% | |===== | 7% | |===== | 8% | | | 0% | |===== | 8% | |====== | 8% | |====== | 9% | |======= | 9% | |======= | 10% | |======= | 11% | |======== | 11% | |======== | 12% | | | 0% | |======== | 12% | |========= | 12% | |========= | 13% | |========= | 14% | |========== | 14% | |========== | 15% | |=========== | 15% | | | 0% | |=========== | 15% | |=========== | 16% | |============ | 16% | |============ | 17% | |============ | 18% | |============= | 18% | |============= | 19% | | | 0% | |============= | 19% | |============== | 19% | |============== | 20% | |============== | 21% | |=============== | 21% | |=============== | 22% | |================ | 22% | |================ | 23% | | | 0% | |================ | 23% | |================ | 24% | |================= | 24% | |================= | 25% | |================== | 25% | |================== | 26% | |=================== | 26% | |=================== | 27% | | | 0% | |=================== | 27% | |=================== | 28% | |==================== | 28% | |==================== | 29% | |===================== | 29% | |===================== | 30% | |===================== | 31% | |====================== | 31% | | | 0% | |====================== | 31% | |====================== | 32% | |======================= | 32% | |======================= | 33% | |======================= | 34% | |======================== | 34% | |======================== | 35% | | | 0% | |======================== | 35% | |========================= | 35% | |========================= | 36% | |========================== | 36% | |========================== | 37% | |========================== | 38% | |=========================== | 38% | | | 0% | |=========================== | 38% | |=========================== | 39% | |============================ | 39% | |============================ | 40% | |============================ | 41% | |============================= | 41% | |============================= | 42% | |============================== | 42% | | | 0% | |============================== | 42% | |============================== | 43% | |============================== | 44% | |=============================== | 44% | |=============================== | 45% | |================================ | 45% | |================================ | 46% | | | 0% | |================================ | 46% | |================================= | 46% | |================================= | 47% | |================================= | 48% | |================================== | 48% | |================================== | 49% | |=================================== | 49% | |=================================== | 50% | | | 0% | |=================================== | 50% | |=================================== | 51% | |==================================== | 51% | |==================================== | 52% | |===================================== | 52% | |===================================== | 53% | |===================================== | 54% | |====================================== | 54% | | | 0% | |====================================== | 54% | |====================================== | 55% | |======================================= | 55% | |======================================= | 56% | |======================================== | 56% | |======================================== | 57% | |======================================== | 58% | | | 0% | |======================================== | 58% | |========================================= | 58% | |========================================= | 59% | |========================================== | 59% | |========================================== | 60% | |========================================== | 61% | |=========================================== | 61% | |=========================================== | 62% | | | 0% | |=========================================== | 62% | |============================================ | 62% | |============================================ | 63% | |============================================ | 64% | |============================================= | 64% | |============================================= | 65% | |============================================== | 65% | | | 0% | |============================================== | 65% | |============================================== | 66% | |=============================================== | 66% | |=============================================== | 67% | |=============================================== | 68% | |================================================ | 68% | |================================================ | 69% | | | 0% | |================================================ | 69% | |================================================= | 69% | |================================================= | 70% | |================================================= | 71% | |================================================== | 71% | |================================================== | 72% | |=================================================== | 72% | |=================================================== | 73% | | | 0% | |=================================================== | 73% | |=================================================== | 74% | |==================================================== | 74% | |==================================================== | 75% | |===================================================== | 75% | |===================================================== | 76% | |====================================================== | 76% | |====================================================== | 77% | | | 0% | |====================================================== | 77% | |====================================================== | 78% | |======================================================= | 78% | |======================================================= | 79% | |======================================================== | 79% | |======================================================== | 80% | |======================================================== | 81% | |========================================================= | 81% | | | 0% | |========================================================= | 81% | |========================================================= | 82% | |========================================================== | 82% | |========================================================== | 83% | |========================================================== | 84% | |=========================================================== | 84% | |=========================================================== | 85% | | | 0% | |=========================================================== | 85% | |============================================================ | 85% | |============================================================ | 86% | |============================================================= | 86% | |============================================================= | 87% | |============================================================= | 88% | |============================================================== | 88% | | | 0% | |============================================================== | 88% | |============================================================== | 89% | |=============================================================== | 89% | |=============================================================== | 90% | |=============================================================== | 91% | |================================================================ | 91% | |================================================================ | 92% | |================================================================= | 92% | | | 0% | |================================================================= | 92% | |================================================================= | 93% | |================================================================= | 94% | |================================================================== | 94% | |================================================================== | 95% | |=================================================================== | 95% | |=================================================================== | 96% | | | 0% | |=================================================================== | 96% | |==================================================================== | 96% | |==================================================================== | 97% | |==================================================================== | 98% | |===================================================================== | 98% | |===================================================================== | 99% | |======================================================================| 99% | |======================================================================| 100%

# Value  
# A list containing dataframes with the results of the sensitivity analyses. The list will contain a dataframe for each outcome specified. List elements can be visualized with plot.owsa, owsa\_opt\_strat and owsa\_tornado from dampack  
  
# Basically, run\_owsa\_det creates the above.  
  
# Also, each owsa object returned by run\_owsa\_det is a data frame with four columns: parameter, strategy, param\_val, and outcome\_val. For each row, param\_val is the value used for the parameter listed in parameter and outcome\_val is the value of the specified outcome for the strategy listed in strategy.   
  
# So, OWSA\_NMB shows a row is created for each sampling of the parameter value from min to max, so 100 rows per parameter (because nsamp = 100,), and the outcome value associated with a parameter value of this size is displayed under outcome\_val.  
  
# You can see how this works by putting the below into the console.  
  
# OWSA\_NMB  
  
# Or just DSAICER for DSAICER.  
  
# Resources on this available here:  
  
  
# https://rdrr.io/github/DARTH-git/dampack/man/run\_owsa\_det.html (also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\sensitivity analysis help files\rdrr-io-github-DARTH-git-dampack-man-run\_owsa\_det-html.pdf)  
  
  
# This link is pretty good for showing that the OWSA can be run across a variety of outcomes outcomes = c("Cost", "QALY", "LY", "NMB"), and then you can pick which of the OWSA outcomes you'd like to focus on and build tornado diagrams, etc., from that:  
  
# "Because we have defined multiple parameters in my\_owsa\_params\_range, we have instructed run\_owsa\_det to execute a series of separate one-way sensitivity analyses and compile the results into a single owsa object for each requested outcome. When only one outcome is specified run\_owsa\_det returns a owsa data frame. When more than one outcome is specified, run\_owsa\_det returns a list containing one owsa data frame for each outcome. To access the owsa object corresponding to a given outcome, one can select the list item with the name “owsa\_”. For example, the owsa object associated with the NMB outcome can be accessed as l\_owsa\_det$owsa\_NMB."  
  
# https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html   
  
owsa\_tornado(owsa = DSAICER, txtsize = 11)
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# Plotting the outcomes of the OWSA in a tornado plot  
# - note that other plots can also be generated using the plot() and owsa\_opt\_strat() functions  
  
  
  
# owsa\_tornado(DSAICER,  
#   
# min\_rel\_diff = 0.05)  
  
# For owsa objects that contain many parameters that have minimal effect on the parameter of interest, you may want to consider producing a plot that highlights only the most influential parameters. Using the min\_rel\_diff argument, you can instruct owsa\_tornado to exclude all parameters that fail to produce a relative change in the outcome below a specific fraction.  
  
  
# Maybe use the below to change the formatting of the above:  
# TornadoPlot(main\_title = "Tornado Plot", Parms = paramNames, Outcomes = m.tor,   
# outcomeName = "Incremental Cost-Effectiveness Ratio (ICER)",   
# xlab = "ICER",   
# ylab = "Parameters",   
# col1="#3182bd", col2="#6baed6")

## 08.3.1 Plot OWSA

plot(DSAICER, txtsize = 10, n\_x\_ticks = 4,   
 facet\_scales = "free") +  
 theme(legend.position = "bottom")
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# I can add the following to the above:   
  
# + ggtitle("Expected Value of Perfect Information")  
  
# To include a title on this plot, per: https://mran.microsoft.com/snapshot/2021-03-21/web/packages/dampack/dampack.pdf  
  
#txtsize - base text size  
  
# n\_y\_ticks - number of axis ticks  
# n\_x\_ticks - number of axis ticks  
  
# Function for determining number of ticks on axis of ggplot2 plots. https://www.quantargo.com/help/r/latest/packages/dampack/1.0.1/number\_ticks  
  
  
# [SO, IN THE DIAGRAM THE PARAMETER WE ARE CONSIDERING IS AT THE TOP OF THE DIAGRAM, THE NET MONETARY BENEFIT IS ON THE LEFT OF THE DIAGRAM AND YOU'LL SEE THAT THE LEFT EDGE OF THE LINE IS THE MINIMUM VALUE FOR THE PARAMETER WE ARE INTERESTED IN, THE RIGHT EDGE OF THE LINE IS THE MAXIMUM VALUE FOR THE PARAMETER WE ARE INTERESTED IN, AND SOMEWHERE IN THE MIDDLE IS THE BASECASE WE ASSIGNED THIS PARAMETER. A GOOD EXAMPLE OF THIS IS c\_P, COST OF PROGRESSION, WHERE THE BASECASE WAS 1,000 EURO, WHICH WE SEE IN THE MIDDLE, THE MINIMUM IS 800 EURO WHICH WE SEE ON THE FAR LEFT OF THE LINE, AND THE MAXIMUM IS 1,200 WHICH WE SEE ON THE FAR RIGHT OF THE LINE, AND WE SEE THAT AS WE MOVE FROM THE MINUMUM, THE 800 EURO ON THE FAR LEFT OF THE LINE, TO THE MAXIMUM, THE 1200 EURO ON THE FAR RIGHT OF THE LINE (I.E., AS THE COST OF BEING IN THE PROGRESSED STATE INCREASES) THE NET MONETARY BENEFIT OF BOTH TREATMENT OPTIONS FALL, WITH THE NMB OF THE EXPERIMENTAL TREATMENT OPTION FALLING FROM 235,000 TO 230,000].  
  
  
  
# Explained here: https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
  
# and here: https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html  
  
  
# Because I'm using ICERs, there's only one value, whereas for NMB, there's a value under each treatment strategy, but ICERs are ratios comparing the costs of one treatment strategy to another, and the outcomes of one treatment strategy to another. So, where when I was using NMB as my outcome I would have a curve for "SoC" and "Experimental Treatment", because each would get an NMB, now I only have the one curve, to show how the ICER value changes. So, before I could have how the net monetary benefit changed under each treatment strategy as the cost of treatment A went up, or the rate of changing from healthy to dead went up, per the "# Plot outcome of each strategy over each parameter range" on: https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html, now I only have the ICER, so I see how the ICER changes as the cost of parameters, etc., change.  
  
# Because only one ICER value is created, but it's created for both SoC and Exp, I imagine that the exp line and SoC line are created, but sit on top of eachother in the diagram below:

## 08.3.2 Optimal strategy with OWSA

# There are too many parameters to make things legible, so instead you should create a tornado plot that highlights only the most influential parameters. Using the min\_rel\_diff argument, you can instruct owsa\_tornado to exclude all parameters that fail to produce a relative change in the outcome below a specific fraction.  
  
# owsa\_tornado(OWSA\_NMB,  
#   
# min\_rel\_diff = 0.05)  
  
# Following this, create a vector of the parameters that appear in this tornado plot below and then create the optimal strategy with OWSA per these parameters.  
  
# v\_owsa\_opt\_strat <- c("HR\_FP\_Exp", "HR\_FP\_SoC", "p\_PD", "p\_FD\_SoC", "p\_FD\_Exp", "p\_FA1\_SoC", "p\_A1F\_SoC", "p\_A1D\_SoC", "p\_FA2\_SoC", "p\_A2F\_SoC", "p\_A2D\_SoC", "p\_FA3\_SoC", "p\_A3F\_SoC", "p\_A3D\_SoC", "c\_F\_SoC", "c\_F\_Exp", "c\_P","c\_AE1", "c\_AE2", "c\_AE3", "d\_e", "d\_c", "u\_F", "u\_P", "u\_AE1", "u\_AE2", "u\_AE3")  
  
# Then include params = v\_owsa\_opt\_strat, in the below and get rid of plot\_const = FALSE  
  
owsa\_opt\_strat(owsa = DSAICER, txtsize = 10, plot\_const = FALSE)
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# plot\_const = FALSE  
# plot\_const   
# whether to plot parameters that don't lead to changes in optimal strategy as they vary.  
  
# params   
# params = v\_owsa\_opt\_strat,  
# vector of parameters to plot  
  
# return   
# either return a ggplot object plot or a data frame with ranges of parameters for which each strategy is optimal. return = c("plot", "data"),  
  
# Basically, the data frame will show you the ranges for each parameter that each strategy is optimal.You can see below that for p\_FD\_Exp the experimental treatment is the optimal strategy from 0.04 (the minimum) through to 0.055 (0.05575757575757575), while standard of care is the optimal strategy from 0.059 (0.05595959595959596) through to 0.06 (the maximum).   
  
# p\_FD\_Exp Experimental.Treatment 4.0000000000000001e-02 5.5757575757575756e-02   
# p\_FD\_Exp Standard.of.Care 5.5959595959595959e-02 6.0000000000000005e-02   
  
# Whereas for p\_FA3\_SoC the experimental treatment strategy is optimal from it's min 0.016 all the way through every value in the range to it's max: 0.024   
  
# p\_FA3\_SoC Experimental.Treatment 1.6000000000000000e-02 2.4000000000000000e-02   
  
# The data frame is a bit of a pain though because it returns things in scientific notation, but according to the below:  
  
   
# Scientific Notation  
# E+01 means moving the decimal point one digit to the right, E+00 means leaving the decimal point where it is, and E–01 means moving the decimal point one digit to the left. Example: 1.00E+01 is 10, 1.33E+00 stays at 1.33, and 1.33E–01 becomes 0.133.  
# https://neo.ne.gov/programs/stats/inf/79.htm#:~:text=Scientific%20Notation,-The%20scientific%20notation&text=E%2B01%20means%20moving%20the,1.33E%E2%80%9301%20becomes%200.133.  
  
# There's also a good calculator to do this for you here: https://www.free-online-calculator-use.com/scientific-notation-converter.html#  
  
# https://rdrr.io/github/DARTH-git/dampack/man/owsa\_opt\_strat.html  
  
  
# Like owsa\_tornado(), the return argument in owsa\_opt\_strat() allows the user to access a tidy data.frame that contains the exact values used to produce the plot.  
  
# owsa\_opt\_strat(o,   
# return = "data")  
  
# https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html  
  
  
  
# If return == "plot", a ggplot2 optimal strategy plot derived from the owsa object, or if return == "data", a data.frame containing all data contained in the plot. The plot allows us to see how the strategy that maximizes the expectation of the outcome of interest changes as a function of each parameter of interest.  
  
# Visualize optimal strategy (max NMB) over each parameter range  
# owsa\_opt\_strat(my\_owsa\_NMB)  
  
# facet\_ncol   
# Number of columns in plot facet.  
  
# facet\_nrow   
# number of rows in plot facet.  
  
# txtsize  
# base text size  
  
# facet\_lab\_txtsize   
# text size for plot facet labels (I think this allows me change the size of the text on the plots and the size of the numbers, ledgend, etc., independently).  
  
# Explained here:   
  
# https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
# https://cran.r-project.org/web/packages/dampack/vignettes/psa\_analysis.html  
  
# https://rdrr.io/github/DARTH-git/dampack/man/owsa\_opt\_strat.html  
  
# https://www.quantargo.com/help/r/latest/packages/dampack/1.0.1/owsa\_opt\_strat  
  
# Again, this is something that doesnt work too well with ICERs, with a NMB it is easy to see what the optimal strategy is, with am ICER it's not so easy unless you are telling your code what the willingness to pay threshold is, and it's doing the ICER calculation and then comparing this to the WTP threshold to see which approach is most cost-effective. But I think this code is really set up for NMB and telling you what parameter values give you higher NMB values and which treatment strategies these NMB's belong to.

## 

## 08.4 Two-way sensitivity analysis (TWSA)

# To conduct the two-way DSA, we call the function run\_twsa\_det with my\_twsa\_params\_range. The general format of the function arguments for run\_twsa\_det are the same as those for run\_owsa\_det. In run\_twsa\_det, equally spaced sequences of length nsamp are created for the two parameters based on the inputs provided in the params\_range argument. These two sequences of parameter values define an nsamp by nsamp grid over which FUN is applied to produce outcomes for every combination of the two parameters. https://cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
  
  
## 4.2 Defining and performing a two-way sensitivity analysis ----  
  
# I can also preform a TWSA on a a probabilistic sensitivity analysis (make\_psa\_obj) or a deterministic sensitivity analysis object (run\_owsa\_det) per: https://rdrr.io/github/DARTH-git/dampack/man/twsa.html  
  
# A lot of this code should be reflective of the earlier code of the one-way sensitivity analysis, so if I'm confused as to what one thing is doing or another I can look at the piece of code that is confusing me here, and scroll back up to my explanation of that code in OWSA.  
  
# Run deterministic two-way sensitivity analysis (TWSA) https://rdrr.io/github/DARTH-git/dampack/src/R/run\_dsa.R  
  
# To perform a two-way sensitivity analysis (TWSA), a similar data.frame with model parameters is required  
  
# dataframe containing all parameters, their basecase values, and the min and   
# max values of the parameters of interest  
  
df\_params\_TWSA <- data.frame(pars = c("HR\_FP\_SoC", "HR\_FP\_Exp"),  
 min = c(Minimum\_HR\_FP\_SoC, Minimum\_HR\_FP\_Exp), # min parameter values  
 max = c(Maximum\_HR\_FP\_SoC, Maximum\_HR\_FP\_Exp) # max parameter values  
)  
  
# We could have chosen any of the below from our OWSA data.frame to use as our parameters:  
# df\_params\_OWSA <- data.frame(  
# pars = c("HR\_FP\_Exp", "HR\_FP\_SoC", "p\_PD", "p\_FD\_SoC", "p\_FD\_Exp", "p\_FA1\_SoC", "p\_A1F\_SoC", "p\_A1D\_SoC", "p\_FA2\_SoC", "p\_A2F\_SoC", "p\_A2D\_SoC", "p\_FA3\_SoC", "p\_A3F\_SoC", "p\_A3D\_SoC", "c\_F\_SoC", "c\_F\_Exp", "c\_P","c\_AE1", "c\_AE2", "c\_AE3", "d\_e", "d\_c", "u\_F", "u\_P", "u\_AE1", "u\_AE2", "u\_AE3"), # names of the parameters to be changed  
# min = c(Minimum\_HR\_FP\_Exp, Minimum\_HR\_FP\_SoC, Minimum\_p\_PD, Minimum\_p\_FD\_SoC, Minimum\_p\_FD\_Exp, Minimum\_p\_FA1\_SoC, Minimum\_p\_A1F\_SoC, Minimum\_p\_A1D\_SoC, Minimum\_p\_FA2\_SoC, Minimum\_p\_A2F\_SoC, Minimum\_p\_A2D\_SoC, Minimum\_p\_FA3\_SoC, Minimum\_p\_A3F\_SoC, Minimum\_p\_A3D\_SoC, Minimum\_c\_F\_SoC, Minimum\_c\_F\_Exp, Minimum\_c\_P, Minimum\_c\_AE1, Minimum\_c\_AE2, Minimum\_c\_AE3, Minimum\_d\_e, Minimum\_d\_c, Minimum\_u\_F, Minimum\_u\_P, Minimum\_u\_AE1, Minimum\_u\_AE2, Minimum\_u\_AE3), # min parameter values  
# max = c(Maximum\_HR\_FP\_Exp, Maximum\_HR\_FP\_SoC, Maximum\_p\_PD, Maximum\_p\_FD\_SoC, Maximum\_p\_FD\_Exp, Maximum\_p\_FA1\_SoC, Maximum\_p\_A1F\_SoC, Maximum\_p\_A1D\_SoC, Maximum\_p\_FA2\_SoC, Maximum\_p\_A2F\_SoC, Maximum\_p\_A2D\_SoC, Maximum\_p\_FA3\_SoC, Maximum\_p\_A3F\_SoC, Maximum\_p\_A3D\_SoC, Maximum\_c\_F\_SoC, Maximum\_c\_F\_Exp, Maximum\_c\_P, Maximum\_c\_AE1, Maximum\_c\_AE2, Maximum\_c\_AE3, Maximum\_d\_e, Maximum\_d\_c, Maximum\_u\_F, Maximum\_u\_P, Maximum\_u\_AE1, Maximum\_u\_AE2, Maximum\_u\_AE3) # max parameter values  
# )  
#   
  
# It's a pain, but we have to only enter 2 parameters of interest at a time into our model per the error built into the source code for run\_twsa\_det:  
  
# "two-way sensitivity analysis only allows for and requires 2 different paramters of interest at a time" https://rdrr.io/github/DARTH-git/dampack/src/R/run\_dsa.R  
  
# And:  
  
# The structure of the function is very similar to run\_owsa\_det(). The primary difference is the function can only take two parameters at a time in the params\_range. https://syzoekao.github.io/CEAutil/  
  
  
# The TWSA is performed using the run\_twsa\_det function  
  
  
TWSA\_DSAICER <- run\_twsa\_det(params\_range = df\_params\_TWSA, # dataframe with parameters for TWSA  
 params\_basecase = l\_params\_all, # list with all parameters, the "pars" chosen in the data.frame to be analysed here must be a subset of these.  
   
 nsamp = 40, # number of parameter values. If NULL, 40 parameter values are used  
  
 # number of parameter values  
  
# nsamp   
  
# number of sets of parameter values to be generated. If NULL, 40 parameter values are used -> I think Eva Enns said these are automatically evenly spaced out values of the parameters.  
  
# Additional inputs are the number of equally-spaced samples (nsamp) to be used between the specified minimum and maximum of each range, the user-defined function (FUN) to be called to generate model outcomes for each strategy, the vector of outcomes to be stored (must be outcomes generated by the data frame output of the function passed in FUN), and the vector of strategy names to be evaluated.  
  
# cran.r-project.org/web/packages/dampack/vignettes/dsa\_generation.html  
   
   
 FUN = oncologySemiMarkov, # function to compute outputs  
  
# Function that takes the basecase in params\_all and produces the outcome of interest. The FUN must return a dataframe where the first column is the strategy names and the rest of the columns must be outcomes. Which df\_ce in the function does.  
  
# Described here:  
  
# https://rdrr.io/cran/dampack/man/run\_twsa\_det.html  
  
 outcomes = c("DSAICER"), # output to do the TWSA on  
 strategies = v\_names\_strats, # names of the strategies.The default (NULL) will use strategy names in FUN  
 progress = TRUE, #Progress bar like before  
  
 n\_wtp = 45000 # extra argument to pass to FUN to specify the willingness to pay  
)

## | | | 0% | | | 1% | |= | 1% | |= | 2% | |== | 2% | |== | 3% | |== | 4% | |=== | 4% | |=== | 5% | |==== | 5% | |==== | 6% | |===== | 6% | |===== | 7% | |===== | 8% | |====== | 8% | |====== | 9% | |======= | 9% | |======= | 10% | |======= | 11% | |======== | 11% | |======== | 12% | |========= | 12% | |========= | 13% | |========= | 14% | |========== | 14% | |========== | 15% | |=========== | 15% | |=========== | 16% | |============ | 16% | |============ | 17% | |============ | 18% | |============= | 18% | |============= | 19% | |============== | 19% | |============== | 20% | |============== | 21% | |=============== | 21% | |=============== | 22% | |================ | 22% | |================ | 23% | |================ | 24% | |================= | 24% | |================= | 25% | |================== | 25% | |================== | 26% | |=================== | 26% | |=================== | 27% | |=================== | 28% | |==================== | 28% | |==================== | 29% | |===================== | 29% | |===================== | 30% | |===================== | 31% | |====================== | 31% | |====================== | 32% | |======================= | 32% | |======================= | 33% | |======================= | 34% | |======================== | 34% | |======================== | 35% | |========================= | 35% | |========================= | 36% | |========================== | 36% | |========================== | 37% | |========================== | 38% | |=========================== | 38% | |=========================== | 39% | |============================ | 39% | |============================ | 40% | |============================ | 41% | |============================= | 41% | |============================= | 42% | |============================== | 42% | |============================== | 43% | |============================== | 44% | |=============================== | 44% | |=============================== | 45% | |================================ | 45% | |================================ | 46% | |================================= | 46% | |================================= | 47% | |================================= | 48% | |================================== | 48% | |================================== | 49% | |=================================== | 49% | |=================================== | 50% | |=================================== | 51% | |==================================== | 51% | |==================================== | 52% | |===================================== | 52% | |===================================== | 53% | |===================================== | 54% | |====================================== | 54% | |====================================== | 55% | |======================================= | 55% | |======================================= | 56% | |======================================== | 56% | |======================================== | 57% | |======================================== | 58% | |========================================= | 58% | |========================================= | 59% | |========================================== | 59% | |========================================== | 60% | |========================================== | 61% | |=========================================== | 61% | |=========================================== | 62% | |============================================ | 62% | |============================================ | 63% | |============================================ | 64% | |============================================= | 64% | |============================================= | 65% | |============================================== | 65% | |============================================== | 66% | |=============================================== | 66% | |=============================================== | 67% | |=============================================== | 68% | |================================================ | 68% | |================================================ | 69% | |================================================= | 69% | |================================================= | 70% | |================================================= | 71% | |================================================== | 71% | |================================================== | 72% | |=================================================== | 72% | |=================================================== | 73% | |=================================================== | 74% | |==================================================== | 74% | |==================================================== | 75% | |===================================================== | 75% | |===================================================== | 76% | |====================================================== | 76% | |====================================================== | 77% | |====================================================== | 78% | |======================================================= | 78% | |======================================================= | 79% | |======================================================== | 79% | |======================================================== | 80% | |======================================================== | 81% | |========================================================= | 81% | |========================================================= | 82% | |========================================================== | 82% | |========================================================== | 83% | |========================================================== | 84% | |=========================================================== | 84% | |=========================================================== | 85% | |============================================================ | 85% | |============================================================ | 86% | |============================================================= | 86% | |============================================================= | 87% | |============================================================= | 88% | |============================================================== | 88% | |============================================================== | 89% | |=============================================================== | 89% | |=============================================================== | 90% | |=============================================================== | 91% | |================================================================ | 91% | |================================================================ | 92% | |================================================================= | 92% | |================================================================= | 93% | |================================================================= | 94% | |================================================================== | 94% | |================================================================== | 95% | |=================================================================== | 95% | |=================================================================== | 96% | |==================================================================== | 96% | |==================================================================== | 97% | |==================================================================== | 98% | |===================================================================== | 98% | |===================================================================== | 99% | |======================================================================| 99% | |======================================================================| 100%

# Plot TWSA  
  
plot(TWSA\_DSAICER)

![](data:image/png;base64,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)

# Sometimes you see "maximise" written in people's TWSA code, why is that:  
  
# maximize   
# If TRUE, plot of strategy with maximum expected outcome (default); if FALSE, plot of strategy with minimum expected outcome  
  
# per: https://www.quantargo.com/help/r/latest/packages/dampack/1.0.1/plot.twsa  
  
  
  
# [[A 2-way uncertainty analysis will be more useful if informed by the covariance between the 2 parameters of interest or on the logical relationship between them (e.g., a 2-way uncertainty analysis might be represented by the control intervention event rate and the hazard ratio with the new treatment). <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>]]  
  
# The Briggs 2012 paper said to include 2 parameters in the TWSA that have a logical relationship,(e.g., a 2-way uncertainty analysis might be represented by the control intervention event rate and the hazard ratio with the new treatment), which are expected to have a relationship because the hazard ratio for the experimental strategy is multiplied by the rate of events under soc, that's how hazard ratios for experimental interventions work, they are just a multiplier for the number of events under SoC in order to give number of events under Exp care, so more events under SoC means more events under the experimental strategy when it's hazard ratio is applied to the number of events under SoC. In the model, the function is called in the sensitivity analysis and applies a hazard ratio  
  
# I also describe applying the Exp HR to the post changes SoC in my function where this is done.  
  
# I can't use Free to Progressed probabilities, because now those probabilities are time-sensitive, so if I try to change these here and include them in the TWSA I'll be including too many things, just like in the tornado diagram, as I explain in my description on hazard ratios.  
  
# Minimum\_p\_FP\_SoC <- p\_FP\_SoC - 0.20\*p\_FP\_SoC  
  
# Maximum\_p\_FP\_SoC <- p\_FP\_SoC + 0.20\*p\_FP\_SoC  
  
# Minimum\_p\_FP\_Exp <- p\_FP\_Exp - 0.20\*p\_FP\_Exp  
  
# Maximum\_p\_FP\_Exp <- p\_FP\_Exp + 0.20\*p\_FP\_Exp  
  
# To address this, I can apply this mean, max and min to the hazard ratios instead, knowing that when run\_owsa\_det is run in the sensitivity analysis it calls the oncology\_semi\_markov\_function to run and in this function the hazard ratios generate the survivor function, and then these survivor functions are used to generate the probabilities (which will be cycle dependent), so I am varying the transition probabilities by 20% using a static value.  
  
  
# Alterantive modelling approach I could try here if so inclined:  
  
  
# "When the base-case result of an analysis strongly favors one alternative, a threshold analysis may be presented as a worst-case or ''even if'' analysis (e.g., ''Even if the risk reduction is as low as X, the ICER remains below Y,'' or ''Even if the relative risk reduction with alternative A is as low as X and the cost of treatment is as high as Y, alternative A dominates B''). Threshold values can easily be combined with the tornado presentation by marking them on the horizontal bars."  
  
# <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>  
  
  
# If for some reason I wanted a three-way sensitivity analysis per Andrew Brigg's discussion on page 8 above, there may be some code to describe doing this here: https://rdrr.io/github/syzoekao/CEAutil/src/inst/rmd/Rcode.R (github here: https://github.com/syzoekao/CEAutil/) and here: https://syzoekao.github.io/CEAutil/#44\_two-way\_sensitivity\_analysis also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\introduction to R for cost-effectiveness analysis.pdf  
  
# Again, I think this is best suited to a NMB, where you will have 2 NMB values, one for EXP and one for SOC, for ICERAs, because it's a ratio between SoC and EXP you will only have one ICER value, and in the code, both SOC and EXP are assigned it, so in the diagram both colours will sit on top of eachother for SOC and EXP and also, even if changing one thing changes the ICER value, it is changing it for both SOC and EXP, because they both have the same ICER, so there won't be sections of one colour and not another.

# 09 Probabilistic Sensitivity Analysis (PSA)

If you wanted to calculate the proportion of samples for which the incremental net benefit is positive, or try Gianlucas way of plotting results as a cost-effectiveness plane, you could try BCEA here: hazaC:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Health Economic Modeling in R A Hands-on Introduction\Health-Eco\Markov models\markov\_smoking\_probabilistic (there’s also definitely good tutorials on using BCEA online) and he has slides on this here: <https://gianluca.statistica.it/slides/ispor-2022/bcea/#27>

Here’s how to generate the standard error (SE) for a log-normal distribution, and then to make random draws for a log-normal distribution: <https://hesim-dev.github.io/hesim/articles/markov-cohort.html> also here: <https://devinincerti.com/2018/02/10/psa.html#beta-distribution>

The best way to check if the way you are calculating distributions is correct is by making comparisons to publications which include distributions, ses, etc., here are some publications that include that information:

This study has an appendix where they report distribution, SE, base case, range and alpha and beta for the beta distribution and normal distribution: Spackman, D. E., & Veenstra, D. L. (2008). A cost-effectiveness analysis of currently approved treatments for HBeAg-positive chronic hepatitis B. Pharmacoeconomics, 26(11), 937-949. <https://sci-hub.ru/10.2165/00019053-200826110-00006> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\spackman2008.pdf

Appendix here: <http://download.lww.com/wolterskluwer_vitalstream_com/permalink/pcz/a/00019053-920082611-00002.pdf> and also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\00019053-920082611-00002.pdf

[It also may be worth following some of their writing style.]

This also has mean, higher and lower CI and SE and distribution: <https://www.ncbi.nlm.nih.gov/books/NBK97497/pdf/Bookshelf_NBK97497.pdf> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\Bookshelf\_NBK97497.pdf

PDF Page 212 of: Picot, J., et al. “The clinical effectiveness and cost-effectiveness of bortezomib and thalidomide in combination regimens with an alkylating agent and a corticosteroid for the first-line treatment of multiple myeloma: a systematic review and economic evaluation.” Health technology assessment (Winchester, England) 15.41 (2011): 1. <https://www.ncbi.nlm.nih.gov/books/NBK97497/pdf/Bookshelf_NBK97497.pdf>

This study has mean and SE so you may be able to find the range around the mean in the studies they cite: Is it worth offering a routine laparoscopic cholecystectomy in developing countries? A Thailand case study <https://sci-hub.ru/10.1186/1478-7547-3-10>

Sharp, Linda, et al. “Cost-effectiveness of population-based screening for colorectal cancer: a comparison of guaiac-based faecal occult blood testing, faecal immunochemical testing and flexible sigmoidoscopy.” British journal of cancer 106.5 (2012): 805-816. <https://www.nature.com/articles/bjc2011580.pdf> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\bjc2011580.pdf

Koen has an excel and paper here, but it’s probably more useful for point estimates: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Matching the model with the evidence Koen both are saved here, but the filepath may be too long to access them without moving them to downloads or desktop.

This has mean and alpha beta but nothing else: Kristin, Erna, et al. “Economic evaluation of adding bevacizumab to chemotherapy for metastatic colorectal cancer (mCRC) patients in Indonesia.” Asian Pacific Journal of Cancer Prevention: APJCP 22.6 (2021): 1921. <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Evidence%20Synthesis/Economic%20Models/Kristin%20et%20al_2021_Economic%20Evaluation%20of%20Adding%20Bevacizumab%20to%20Chemotherapy%20for%20Metastatic.pdf>

The information provided here is less infromative: Jenks, Michelle, et al. “Tegaderm CHG IV securement dressing for central venous and arterial catheter insertion sites: a NICE medical technology guidance.” Applied Health Economics and Health Policy 14.2 (2016): 135-149. <https://link.springer.com/content/pdf/10.1007/s40258-015-0202-5.pdf>

This may also have informations on SE’s given point estimates and 95 CI’s Baio, G. (2014). Bayesian models for cost‐effectiveness analysis in the presence of structural zero costs. Statistics in medicine, 33(11), 1900-1913. <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4285321/pdf/sim0033-1900.pdf>

Obviously the Goldstein study, but this is more making use of point estiamtes: <file:///C:/Users/Jonathan/Dropbox/PC/Downloads/goldstein2014.pdf>

This may have some limited info on mean, range and SE in the Tables at the end: “How sensitive are cost-effectiveness analyses to choice of parametric distributions?” <https://www.mrc-bsu.cam.ac.uk/wp-content/uploads/CE_para_york.pdf>

There’s information on mean alpha beta and se here: Cost-effectiveness of insulin pumps compared with multiple daily injections both provided with structured education for adults with type 1 diabetes: a health economic analysis of the Relative Effectiveness of Pumps over Structured Education (REPOSE) randomised controlled trial <https://bmjopen.bmj.com/content/bmjopen/8/4/e016766.full.pdf>

This may also have some information: Cost-effectiveness and programmatic benefits of maternal vaccination against pertussis in England <https://sci-hub.ru/10.1016/j.jinf.2016.04.012>

This has a point estimate, range, distribution and alpha beta: Campbell, J. R., Johnston, J. C., Cook, V. J., Sadatsafavi, M., Elwood, R. K., & Marra, F. (2019). Cost-effectiveness of latent tuberculosis infection screening before immigration to low-incidence countries. Emerging infectious diseases, 25(4), 661. <https://sci-hub.ru/10.3201/eid2504.171630>

This has a point estimate, range, distribution, alpha and beta: Gao, L., Moodie, M., Mitchell, P. J., Churilov, L., Kleinig, T. J., Yassi, N., … & EXTEND-IA TNK Investigators. (2020). Cost-effectiveness of tenecteplase before thrombectomy for ischemic stroke. Stroke, 51(12), 3681-3689. <https://www.ahajournals.org/doi/epdf/10.1161/STROKEAHA.120.029666>

There is information on point estimates, se, alpha and beta on PDF Page 71 of :A cluster randomised trial, cost-effectiveness analysis and psychosocial evaluation of insulin pump therapy compared with multiple injections during flexible intensive insulin therapy for type 1 diabetes: the REPOSE Trial <https://www.journalslibrary.nihr.ac.uk/hta/hta21200#/abstract>

Slide 39 of this has a mean, se, distribution, low and high 95% interval: <https://clas.ucdenver.edu/marcelo-perraillon/sites/default/files/attached-files/lecture_13_uncertainty.pdf> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\lecture\_13\_uncertainty.pdf

This has mean, range, shape, scale and distribution for Beta and Log-normal: Appendix F: Health economics report (2015 work undertaken by NICE Internal Clinical Guidelines) <https://www.nice.org.uk/guidance/ng33/evidence/appendix-f-full-he-report-pdf-80851860763>

It’s possible that this will have some information for normal distributions: Bayesian sample size determination for costeffectiveness studies with censored data <https://sci-hub.ru/10.1371/journal.pone.0190422#savedHeader>

Beta and Gamma with point estimate and shape and scale: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\paper with shapes and scales\12874\_2017\_437\_MOESM1\_ESM.pdf

This book explains some of the concepts you need to describe, like how to read a two-way sensitivity analysis graph: Muennig, P., & Bounthavong, M. (2016). Cost-effectiveness analysis in health: a practical approach. John Wiley & Sons. - saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\cost effectiveness a.pdf

There’s some code for using the method of moments to generate parameters for drawing random samples here: <https://devinincerti.com/2018/02/10/psa.html> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\Probabilistic Sensitivity Analysis with R.pdf

formulas to calculate alpha and beta for gamma and beta distriobutions appear in the literature here: Briggs, Andrew H., et al. “Probabilistic analysis of cost-effectiveness models: choosing between treatment strategies for gastroesophageal reflux disease.” Medical decision making 22.4 (2002): 290-308. www.med.mcgill.ca/epidemiology/courses/EPIB654/Summer2010/EF/example%20PPI.pdf

This may provide some useful guides on the PSA <https://rdrr.io/github/DARTH-git/dampack/api/>

Go back to the resources and papers you reviewed for the deterministic sensitivity analysis.

In probabilistic sensitivity analysis, parameters were varied simultaneously according to their sampling distributions. We used g distribution for cost parameters, b distribution for parameters bounded on the 0 to 1 interval (eg, AE incidence estimates and utilities), and the uniform distribution for the discount factor. The range for the discount factor was 0.00 to 0.05. In multivariate analysis, we ran 10,000 replications in the probabilistic sensitivity analysis. The baseline values, ranges, and distributions for model parameters are presented in Table 4. Per: Cost Effectiveness Analysis of Pharmacokinetically-Guided 5-Fluorouracil in FOLFOX Chemotherapy for Metastatic Colo . <file:///C:/Users/jonathanbriody/Downloads/goldstein2014.pdf>

This has some information on distributions:

<https://cran.r-project.org/web/packages/dampack/vignettes/psa_generation.html>

Also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\sensitivity analysis help files\Probabilistic Sensitivity Analysis\_ Generation.pdf

If we want to repeat all our one-way sensivity analysis probabilistically, rather than deterministically, you can see how to do this here, it might make for a good appendix because the description is technically complex, so would read well in the paper, but the application in R is actually very straightforward: <https://cran.r-project.org/web/packages/dampack/vignettes/psa_analysis.html>

**My writing on what a PSA is (then I’ll describe each results section):**

To evaluate the robustness of the model, we conducted a probabilistic sensitivity analysis (PSA) to determine the consequences of parameter uncertainty *in our model* for cost-effectiveness outcomes. Simultaneous samples were drawn from model parameters in Monte Carlo simulations according to their sampling distributions, reflecting any uncertainty in parameter estimates in the evidence. Thus, joint uncertainty was propagated through the model over 10,000 replications, providing a comprehensive assessment of model parameter uncertainty. Confidence intervals or standard errors extracted from published sources were used for the probabilities, adverse events, costs and utilities. Where this information was not available, model inputs were varied 20% above and below base case values per Flowers I think?. The baseline values, ranges, and distributions for model parameters are reported in Table X.

For the hazard ratio we generate random draws from a log-normal distribution. The value of ratio intervention effects have a lowest possible value of 0, a value of 1 corresponding to no intervention effect, and a highest value possible value of infinity. Logically, a ratio that halves effects and one that doubles effects should average to no effect. However, the average of 0.5 and 2 is 1.25, rather than 1. Thus, a log transformation is applied to make the hazard ratio number scale symmetric: the log of 0 is minus infinity, the log of 1 is zero, and the log of infinity is infinity. The log of 0.5 is –0.69 and the log of the OR of 2 is 0.69, such that when the halving and doubling ratios are averaged, a value of 0 is obtained, i.e., the log transformed value of 1, or no effect.

### PROBABILISTIC ANALYSIS ----  
  
# We conduct a probabilistic analysis (PSA) of the model to estimate the uncertainty in the model outcomes.  
  
# To do this, we generate samples for each model parameter from parametric distributions and evaluate the model for each set of parameter samples.  
  
  
## Sampling the parameter values ----  
  
# In order for the results reported in the PSA to be reproducible we need to set the random number seed. We also defining the number of runs, i.e., how many times we will re-sample for the parameter distributions, typically the number chosen is 10,000 in published studies, so we do that too:  
n\_runs <- 10000  
set.seed(123)  
  
# In the PSA, first we sample the parameter values from their distributions and store them in a data.frame.  
# If a model parameter has no uncertainty and, hence, is fixed, we can set it equal to itself.  
  
  
# To take random draws for the Weibull parametric survival distribution that we fitted at the start of the document using the 'flexsurv' package, we use the following piece of code.  
  
# This applies mvrnorm (i.e., takes samples from the specified multivariate normal distribution) to the mean (mu) of   
  
# l\_TTP\_SoC\_weibull$coefficients  
# shape scale   
# 0.7700246 1.7425343   
  
# i.e., to the mean of the shape and the scale variables from the Weibull parametric survival distribution that we fitted.  
  
# And gives a sigma (a positive-definite symmetric matrix specifying the covariance matrix of the variables) that is equal to the covariance between the shape and the scale variables:  
  
# > l\_TTP\_SoC\_weibull$cov  
# shape scale  
# shape 0.001983267 0.000291494  
# scale 0.000291494 0.000782051  
  
# You'll see that it's covariance between the two variables because you can match shape with scale twice, and each time it's the same value, so the same covariance between the two variables.  
  
# n is just the number of samples.  
  
# Described here:  
# rdocumentation.org/packages/MASS/versions/7.3-58.1/topics/mvrnorm  
  
# So, correlated sets (a "set" here is like one random draw from the distribution, because the draw is for shape and scale at the same time) of coefficients for the survival distribution (i.e., correlated sets of shape and scale values for the survival distribution, which are the coefficients as above) are generated using the variance-covariance matrix that was obtained from fitting the weibull distribution (the cov in l\_TTP\_SoC\_weibull is equal to the covariance between the shape and the scale variables and is printed as a 2 by 2 matrix above) and a multivariate normal distribution (this is just saying we are applying mvrnorm to take samples from the multivariate normal distribution for the mean (mu) values of shape and scale).  
  
# Multivariate normal distribution described here too: https://devinincerti.com/2018/02/10/psa.html'  
  
  
m\_coef\_weibull\_SoC <- mvrnorm(  
 n = n\_runs,   
 mu = l\_TTP\_SoC\_weibull$coefficients,   
 Sigma = l\_TTP\_SoC\_weibull$cov  
)  
  
head(m\_coef\_weibull\_SoC)

## shape scale  
## [1,] 0.4295 5.606  
## [2,] 0.3354 5.674  
## [3,] 0.2912 5.562  
## [4,] 0.3096 5.674  
## [5,] 0.3319 5.646  
## [6,] 0.2907 5.549

m\_coef\_weibull\_OS\_SoC <- mvrnorm(  
 n = n\_runs,   
 mu = l\_TTD\_SoC\_weibull$coefficients,   
 Sigma = l\_TTD\_SoC\_weibull$cov  
)  
  
head(m\_coef\_weibull\_OS\_SoC)

## shape scale  
## [1,] 0.3453 6.633  
## [2,] 0.3215 6.592  
## [3,] 0.4090 6.688  
## [4,] 0.3678 6.705  
## [5,] 0.3881 6.589  
## [6,] 0.3973 6.650

# Now that we have applied mvrnorm to get a random shape and a random scale we don't need to include HR\_FP\_SoC in our data.frame to create random probability draws for SoC, because we can just select the shape and scale from m\_coef\_weibull\_SoC so that in our function the updated coef\_weibull\_shape\_SoC and coef\_weibull\_scale\_SoC are used to generate S\_FP\_SoC with a random value, which will in turn generate transition probabilities under standard of care with a random value.  
  
  
  
  
  
  
  
  
  
  
 # According to:  
#  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Health Economic Modeling in R A Hands-on Introduction\Health-Eco\Markov models\markov\_smoking\_probabilistic.R  
#   
#   
# It is OK to do the following:  
#   
# # QALY associated with 1-year in the smoking state is Normal(mean = 0\_95, SD = 0\_01)  
# # Divide by 2 as cycle length is 6 months  
# state\_qalys[, "Smoking"] <- rnorm(n\_samples, mean = 0.95, sd = 0.01) / 2  
#   
# So, when doing probabilistic sensitivity analysis and I need my mean and sd for the method of moments this may be useful information when drawing these from population norms.  
# This will also be useful for utility and PSA in the adverse event setting.  
  
  
# I create the SD to include in the sensitivity analysis applied to the hazard ratio below, as I need to create it outside the data.frame for the PSA:  
  
UpperCI <- 0.87  
LowerCI <- 0.53  
SD <- (log(UpperCI) - log(LowerCI)) / 3.92  
  
MEAN\_HR\_FP\_Exp <- HR\_FP\_Exp  
# I copy the hazard ratio above in case the below would start building HR\_FP\_Exp from the updated HR\_FP\_Exp made from random draws, i.e., in case it started including the HR\_FP\_Exp updated from the random draws from HR\_FP\_Exp in meanlog = (HR\_FP\_Exp), when we really need to be drawing the variability from the hazard ratio we started out with, and not a hazard ratio that we started out with, but that has since already been varied and will be varied from again if we take a random draw from this pre-varied hazard ratio.  
  
# HR\_FP\_Exp = rlnorm(n\_runs, meanlog = log(HR\_FP\_Exp), sdlog = SD)  
  
# !!! I MAY NEED TO REPEAT THIS FOR: HR\_PD\_Exp  
  
# I create the SD to include in the sensitivity analysis applied to the hazard ratio below, as I need to create it outside the data.frame for the PSA:  
  
OS\_UpperCI <- 0.86  
OS\_LowerCI <- 0.49  
OS\_SD <- (log(OS\_UpperCI) - log(OS\_LowerCI)) / 3.92  
  
MEAN\_HR\_PD\_Exp <- HR\_PD\_Exp  
# I copy the hazard ratio above in case the below would start building HR\_FP\_Exp from the updated HR\_FP\_Exp made from random draws, i.e., in case it started including the HR\_FP\_Exp updated from the random draws from HR\_FP\_Exp in meanlog = (HR\_FP\_Exp), when we really need to be drawing the variability from the hazard ratio we started out with, and not a hazard ratio that we started out with, but that has since already been varied and will be varied from again if we take a random draw from this pre-varied hazard ratio.  
  
  
  
  
# Below I create the data.frame that I will use in the PSA.  
# So, this is the PSA input dataset.  
  
df\_PA\_input <- data.frame(  
 coef\_weibull\_shape\_SoC = m\_coef\_weibull\_SoC[ , "shape"],  
 coef\_weibull\_scale\_SoC = m\_coef\_weibull\_SoC[ , "scale"],  
 coef\_TTD\_weibull\_shape\_SoC = m\_coef\_weibull\_OS\_SoC[ , "shape"],  
 coef\_TTD\_weibull\_scale\_SoC = m\_coef\_weibull\_OS\_SoC[ , "scale"],  
   
  
   
### Hazard Ratios   
   
# They use exp for rnorm (i.e., to make random draws from a normal distribution) I to use want rlnorm.  
  
# HR\_FP\_Exp = exp(rnorm(n\_runs, log(0.6), 0.08))  
  
# The rlnorm() function in R is used for generating random draws from a log-normal distribution.  
   
# To make draws from the log-normal distribution you need to enter a hazard ratio and standard deviation.  
  
# If you find a hazard ratio and confidence interval in the literature, rather than a hazard ratio and a standard deviation, you can make conversions to a standard deviation.  
  
# To generate random draws for the hazard ratio, I need a mean for the hazard ratio(just the hazard ratio value itself), and a standard deviation built from the 95% confidence interval of the hazard ratio (the SD is built from log(Upper CI) - log(Lower CI)/2\*SE, so sd is already built from logs for inclusion in rlnorm and doesnt need to be set as sdlog = log() unlike meanlog = log() where you need to take the log of the hazard ratio value).   
  
  
# SD: (natural log(Upper confidence interval) - natural log(lower confidence interval) / 2\*Standard error (i.e. 1.95\*2 = 3.92 for a 95% confidence interval)  
  
  
# So, it looks like I take the natural log of the upper limit minus the natural log of the lower limit (in confidence intervals the lower limit is reported on the left and the upper limit is reported on the right, so it would be 95% CI (30.0 [LOWER LIMIT], 34.2[UPPER LIMIT]), and I would rearrange these to have [ln(UPPER LIMIT) - ln(LOWER LIMIT)], i.e., [ln(34.2)-ln(30.0)]) and divide by 2 times the standard error. Provided the sample size is large, then for the 95% confidence interval this would be 2 x 1.96 = 3.92 For 90% confidence intervals 3.92 should be replaced by 3.29, and for 99% confidence intervals it should be replaced by 5.15.   
  
# I often come across hazard ratios and their confidence intervals in the published literature on clinical trials, but rarely do I see standard deviations.   
   
# A typical example from the literature is the following: "HR, 0.69; 95% CI, 0.54 to 0.89 in mCRC for cetuximab plus FOLFOX-4 vs FOLFOX-4 alone" - https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7044820/pdf/bmjopen-2019-030738.pdf:  
#   
# To compute the standard deviation for hazard ratios from the above typical reports in the literature, so that I can then generate random draws from a log-normal distribution for a hazard ratio I would do the following:  
#   
# (natural log(Upper confidence interval) - natural log(lower confidence interval) / 2\*Standard error (i.e. 1.95\*2 = 3.92 for a 95% confidence interval)  
#   
# or in R: (log(0.89) - log(0.54)) / 3.92 = 0.1274623  
#   
#   
# UpperCI <- 0.89  
# LowerCI <- 0.54  
# SD <- (log(UpperCI) - log(LowerCI)) / 3.92  
# SD = 0.1274623  
#   
  
# If I need to provide a citation for this formula I can use the below which, although this does not provide the formula I use, it provides enough information that is similar to the above, and which I could say ultimately informed the formula:  
# Higgins, J. P. T., & Deeks, J. J. (2011). Chapter 7.7. 3.3: Obtaining standard deviations from standard errors, confidence intervals, t values and P values for differences in means. Cochrane handbook for systematic reviews of interventions, Version, 5(0).  
#   
#   
# This approach is also supported by the following post, which provides good clarity on all of the above:  
#   
# https://stats.stackexchange.com/questions/546192/calculate-the-standard-deviation-from-a-hazard-ratios-confidence-interval  
  
  
# random draws from a log-normal distribution  
  
# hr\_draws <- rlnorm(nsims, meanlog = log(mean), sdlog = SD).   
  
#   
# We take random draws from the log-normal distribution for ratios, because if we were to take random draws from the ratio as it stands, because the hazard ratio can't go any lower than 0 but can go to plus infinity, our random draws would be skewed in the values we take from the distribution, on the other hand, if we were to put things on the natural log scale we would be taking our random draws from a more normalised distribution. So, you'll see that in:  
#   
# rlnorm(n\_sim, meanlog = log(mean), sdlog = SD)  
#   
# it's the log of the mean (the ratio value, so the hazard ratio) and the log of the standard deviation (which we put on the log scale when we calculate it so we don't need to put in as sdlog = log() here, just sdlog = ) in order to be taking random draws from a log-normal distribution (i.e. a log normally distributed HAZARD RATIO).  
  
HR\_FP\_Exp = rlnorm(n\_runs, meanlog = log(MEAN\_HR\_FP\_Exp), sdlog = SD),  
HR\_PD\_Exp = rlnorm(n\_runs, meanlog = log(MEAN\_HR\_PD\_Exp), sdlog = OS\_SD),  
  
  
# Per [SLIDE 16] onwards in C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\notes.txt I don't think we need to worry about the duration of time a hazard ratio refers to. In my model I definitely don't, as the hazard ratio and underlying rate survival curves that make up SoC transition probabilities come from the same paper, and thus the same time period.   
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
#### To generate random draws for the probabilities:  
  
# IMPORTANT, THIS VALUE IS BOUNDED BY 1 OR 0:  
# When calculating se from point estimates, remember that utility and probability values cannot be less than 0 or greater than 1, so don't calculate a min or max that is less than 0 or greater than 1. If you do, then change it to be 0 or 1, as appropriate, i.e., rather than 1.02, make it 1.  
  
# When, as in slide 12 of C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\a212ProbabilisticDistributions-210604-154.pdf you can have many transitions from one state into others [i.e. in A you can stay in State A or you can go into State B, State C or State D rather than just going from state C into State D] it's not clear how you can do this in the beta code.  
  
# i.e., when alpha values are all the times things happened, while beta values are all the times they didnt, how do you apply   
  
# transistion\_probabiliy <- rbeta(n\_runs,alpha,beta)  
# when there are so many things that can happen?  
  
# FOR NON-MULTI STATE, I.E. FOR THE SICK TO DEAD STATE IN THE MARKOV MODEL YOU CAN APPLY THE BETA DISTRIBUTION, BECAUSE YOU CAN ONLY LEAVE (ALPHA) OR STAY (BETA).  
  
# Sometimes a Dirichlet is suggested, a Dirichlet distribution is the multidimensional generalization of the beta distribution, so it's the same as applying the beta distribution, - as per: https://www.rdocumentation.org/packages/rBeta2009/versions/1.0/topics/rdirichlet but I would need to have all the counts included I think, which works when you are drawing all your transition data from one larger dataset, like in a clinical trial, but my data necessarily comes from several sources, so I if I just build everything as conditional probabilities, per my notes in this Notepad [search 19/08/22: in C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\notes.txt] in combination with the slides [C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\a212ProbabilisticDistributions-210604-154.pdf] these are notes on, that is 1-Probabilities like I've done in R already, then I should be able to apply a Beta distribution to each probability and not have to worry about applying a Dirichlet.  
  
# Here's a quote explaining how best to do that from my notes above:  
  
# "In the above you would have a beta distribution with parameters 731, 527 [the 512+15] to look at whether you stayed in State B and then, conditional on leaving State B, we could assign another beta distribution with parameters 512 and 15 to whether you, conditional on having left State B then transited to State C. And, of course, death is then the third category. Death is the residual probability. [i.e., conditional on having left state B is 1-the probability of staying in State B, so you could apply a Beta distribution to the probability of going into State C multiplied by 1-the probability of staying in State B. Death would be 1-the probability you create of moving into State C, because if you're not going into State C then you're going into Death as there's nowhere else for you to go, I think if you wanted to apply a Beta distribution to Death you could apply a Beta distribution to the probability of going into Death and then multiply that by 1-the probability of staying in the B state]."  
  
# Conditional probabilities are built from the below p\_'s in the function, so you basically create the beta distribution probabilities below as p\_'s, and then in the function you multiply them by 1-whatever probability as necessary such that they become conditional probabilities.  
  
##1  
  
# Fitting Beta distributions to (constant) probability parameters [I guess the "constant" here is to clarify that this isnt how you do it for time varying transition probabilities, like the transition probabilities I create from Weibull].  
  
# There are two main ways to do this, per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.3 Practical exercise R\A231\_Making\_Models\_Proba.pdf say you had something like the following printed in a study:  
  
# ‘The hospital records of a sample of 100 patients receiving a primary THR were examined retrospectively. Of these patients, two patients died either during or immediately following the procedure. The operative mortality for the procedure is therefore estimated to be 2%.’  
  
# You could use this information directly to specify the parameters (alpha and beta) of a beta distribution for the probability of operative mortality during primary surgery. These are noted by “a.” and “b.” respectively. Your alpha values are all the times things happened, while your beta values are all the times they didnt, so 2 and 98.  
  
# alpha <- 2 ## alpha value for operative mortality from primary surgery  
# beta <- 100- alpha ## beta value for operative mortality from primary surgery  
  
# tp.PTHR2dead <- rbeta(n\_runs,alpha,beta) ## Operative mortality rate (OMR) following primary THR  
  
# (as coded in C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.3 Practical exercise R\A233\_Making\_Models\_Probabilistic\_Solutions-210604 (1))  
  
# The question is, does this give the transition probability for the time period that the quote describes? Well in the same pdf and r code as above you have the following:  
  
# "The following information has been provided to you concerning revision procedures among patients already having had a revision operation (i.e. the re-revision risk). ‘The hospital records of a sample of 100 patients having experienced a revision procedure to replace a failed primary THR were reviewed at one year. During this time, four patients had undergone a further revision procedure.’iv) Use this information to fit a constant transition probability for the annual re-revision rate parameter (tp.rrr), using the same approach as for operative mortality above. Your beta value for re-revision risk should be equivalent to 96."  
  
  
# a.rrr <- 4 ## alpha value for re-revision risk  
# b.rrr <- 100-a.rrr ## beta value for re-revision risk  
# tp.rrr <-rbeta(1,a.rrr,b.rrr) ## Re-revision risk transition probability  
  
# tp.PTHR2dead  
# tp.RTHR2dead  
# tp.rrr  
  
  
# Because the cycle length in the model is one year according to page 3 of C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A1\_Advanced Markov Modelling\A1.3 Practical exercise R\A131\_Advanced\_Markov\_Modelling\_Instructions-210528-18 this indicates that it does.  
  
  
##2  
 # METHOD OF MOMENTS:  
  
  
# In cases where you don't have this information, but you do have a mean and a standard error, you can do the following (per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\notes.txt):  
  
# My initial reading for probabilistic analysis with probabilities suggested that the method of moments can be applied to a mean and standard error for a transition probability sourced from the literature to create an appropriate alpha and beta to use in a probabilistic sensitivity analysis:  
  
# So, I built the following code to translate the formula for the methods of moments into R, to allow us to take our transition probabilities from the literature:  
#   
#   
# ## Methods of moments  
#   
#   
# #Assume the below mean and std error come from the reported literature  
#   
# mean <- 0.75 ## mean from the literature  
# std.error <- 0.04 ## standard error from the literature  
#   
# # The method of moments can be coded up as below to get the alpha and beta from the sample using the mean and standard error from the sample:  
#   
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
#   
# # Following this, you can randomly draw from the beta distribution using the below, I only have one random draw, but you could change that 1 to 10,000 (the standard number of draws) and save these as a matrix of draws to use in your probabilistic sensitivity analysis:  
#   
# probabilistic.beta.dist.draw <- rbeta(1,alpha,beta) ## drawing from the Beta distribution based on a and b  
  
# Per the above pdf:  
  
# "Note that the rbeta function takes 3 arguments, first the number of draws or samples, the alpha parameter (named shape1) and the beta parameter (named shape2)."   
# "rbeta(n = 5, shape1 = 50, shape2 = 100)"  
  
# while in their R code they use the below, as included above, so I don't think it matters if you include shape1= or just include the alpha and beta directly, but I'll keep it as below, as that's how DARTH do it.   
  
# tp.rrr <-rbeta(1,a.rrr,b.rrr) ## Re-revision risk transition probability  
  
# The below gives the same results either way:  
  
# set.seed(100)  
# n = 1  
# b4 <- rbeta(n, shape1 = 2, shape2 = 8)  
# b4  
# [1] 0.1329533  
#   
# set.seed(100)  
# n = 1  
# b4 <- rbeta(n, 2, 8)  
# b4  
# [1] 0.1329533  
  
## 3  
  
# RANGE:  
  
# I don't describe generating random draws when the probabilities don't have an SE above, however, I can do this in the same way that I figured out how to do this for the utility beta distributions below. If they are reported with a range, he section on utility below also advises how to handle this.  
  
  
  
  
# Brigs code to generate the SE for a parameter with a range perfectly centered around the mean (briggsse), and then repeated but for the situations where the range isnt PERFECTLY centered around the mean (altbriggsse), i.e., the min is further away from the mean than the max, or vice versa (even a little):  
  
max <- 0.22,  
min <- 0.12,   
mean <- P\_OSD\_SoC,  
  
briggsse <- ((max)-(mean))/1.96,  
# altbriggsse <- (max-min)/(2\*1.96),  
  
## Generating the alpha and beta:  
  
std.error <- briggsse, ## briggsse OR altbriggsse - as appropriate  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha.plus.beta,  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
   
P\_OSD\_SoC = rbeta(n\_runs, shape1 = alpha, shape2 = beta),  
mean(P\_OSD\_SoC),  
P\_OSD\_SoC\_alpha <- alpha,  
P\_OSD\_SoC\_beta <- beta,  
  
  
  
max <- 0.22,  
min <- 0.12,   
mean <- P\_OSD\_Exp,  
  
briggsse <- ((max)-(mean))/1.96,  
# altbriggsse <- (max-min)/(2\*1.96),  
  
## Generating the alpha and beta:  
  
std.error <- briggsse, ## briggsse OR altbriggsse - as appropriate  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha.plus.beta,  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
P\_OSD\_Exp = rbeta(n\_runs, shape1 = alpha, shape2 = beta),  
mean(P\_OSD\_Exp),  
P\_OSD\_Exp\_alpha <- alpha,  
P\_OSD\_Exp\_beta <- beta,  
  
  
  
  
mean<- p\_FA1\_STD,  
Maximum <- Maximum\_p\_FA1\_STD,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA1\_STD = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA1\_STD <- alpha,  
beta\_p\_FA1\_STD <- beta,  
  
  
  
mean<- p\_FA2\_STD,  
Maximum <- Maximum\_p\_FA2\_STD,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA2\_STD = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA2\_STD <- alpha,  
beta\_p\_FA2\_STD <- beta,  
  
  
  
mean<- p\_FA3\_STD,  
Maximum <- Maximum\_p\_FA3\_STD,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA3\_STD = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA3\_STD <- alpha,  
beta\_p\_FA3\_STD <- beta,  
  
  
  
mean<- p\_FA1\_EXPR,  
Maximum <- Maximum\_p\_FA1\_EXPR,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA1\_EXPR = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA1\_EXPR <- alpha,  
beta\_p\_FA1\_EXPR <- beta,  
  
  
  
mean<- p\_FA2\_EXPR,  
Maximum <- Maximum\_p\_FA2\_EXPR,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA2\_EXPR = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA2\_EXPR <- alpha,  
beta\_p\_FA2\_EXPR <- beta,  
  
  
  
mean<- p\_FA3\_EXPR,  
Maximum <- Maximum\_p\_FA3\_EXPR,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
p\_FA3\_EXPR = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_p\_FA3\_EXPR <- alpha,  
beta\_p\_FA3\_EXPR <- beta,  
  
  
  
  
  
  
   
  
# If I was going with my initial plan of applying the PSA to the original COLOSSUS limited sample size, I could say, the uncertainty in this limited sample size is propogated through the model by applying a dirichlet and beta distribution to a fully probabilistic analysis of the data.  
  
  
# Calculate the mean, maximum and variance of the Beta and Gamma here: https://www.pluralsight.com/guides/beta-and-gamma-function-implementation-in-r also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\R Guide\_ Beta and Gamma Function Implementation \_ Pluralsight.pdf  
  
  
  
  
 # Cost vectors with length n\_runs  
  
  
## Costs  
  
  
# 1) COSTS WITH A RANGE:  
  
  
  
# Maximum <- SOMEVALUEHERE  
# Mean <- SOMEVALUEHERE  
  
# se <- ((Maximum) - (Mean)) / 2  
# se   
   
# mean <-Mean  
# mean  
   
# mn.cIntervention <- mean ## mean cost of intervention  
# se.cIntervention <- se ## standard error of cost of intervention  
   
# a.cIntervention <- (mn.cIntervention/se.cIntervention)^2 ## alpha value for cost of intervention (shape)  
# b.cIntervention <- (se.cIntervention^2)/mn.cIntervention ## beta value for cost of intervention (scale)  
   
# a.cIntervention  
# b.cIntervention  
   
   
# c\_H = rgamma(n\_sim, shape = a.cIntervention, scale = b.cIntervention), # cost of intervention  
   
# If costs are reported with a 95% confidence interval the maximum is the upper confidence interval. If the interval is not centered on the mean, use the maximum or minimum in place of the upper confidence interval, depending on which one is further away from the mean SE = (m-CIlower)/t, here the bit in the brackets is rearranged when dealing with lower limits to have the MEAN minus the lower confidence interval so that things don't become negative (because the lower value will of course always be lower than the mean, as it's supposed to be below the mean, so a smaller number minus a larger number will be negative), but when the interval is centered on the mean the formula of SE = (CIupper-m)/t and SE = (m-CIlower)/t are inherently doing the same thing, that is getting the difference between the mean and the confidence interval and dividing this by t. So both formulas are options to use in getting the SE, and an author may choose to use the one which incorporates the interval that is farthest from the mean in order to incorporate as much variability in doing this SE calculation as possible, i.e. to reflect the variability in their SE calculation.  
  
#   
# As per: https://stats.stackexchange.com/questions/550293/how-to-calculate-standard-error-given-mean-and-confidence-interval-for-a-gamma-d/550892#550892  
   
   
# "I would like to note that, while those values in the table happen to correspond with ±2σ, the minimum and maximum values do not generally follow such simple formula with mean plus-minus some standard deviation.  
   
# In this case, the minimum and maximum values only correspond to the interval μ±2σ because the distribution seems to have been truncated at those values."  
   
   
# i.e., my formula will only work if the minimum and maximum values reported in a study are ±2 SE from the mean, i.e. + 2 SE from the mean for the maximum value, and -2 SE from the mean for the minimum value.  
   
# And that will be the case any time there is a 95% Confidence Interval:  
   
  
# [ "Since 95% of values fall within two standard deviations of the mean according to the 68-95-99.7 Rule, simply add and subtract two standard deviations from the mean in order to obtain the 95% confidence interval. Notice that with higher confidence levels the confidence interval gets large so there is less precision." https://www.westga.edu/academics/research/vrc/assets/docs/confidence\_intervals\_notes.pdf also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\gammadist\confidence\_intervals\_notes.pdf  
  
# A good image can be found as per: https://www.quora.com/What-is-meant-by-one-standard-deviation-away-from-the-mean also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\gammadist\www-quora-com-What-is-meant-by-.pdf]  
  
# So, if I'm taking my costs and a range about these costs from the literature, I just need to make sure the range is a 95% Confidence Interval, like that reported here: Tilson, L., Sharp, L., Usher, C., Walsh, C., Whyte, S., O’Ceilleachair, A., ... & Barry, M. (2012). Cost of care for colorectal cancer in Ireland: a health care payer perspective. The European journal of health economics, 13(4), 511-524. (https://www.researchgate.net/publication/51188456\_Cost\_of\_care\_for\_colorectal\_cancer\_in\_Ireland\_A\_health\_care\_payer\_perspective) reports a cost in Table 3 for Colorectal cancer with a 95% CI: € 48,835 (€40,548–€62,582)..  
  
# For "PK test cost MEAN: 400.00 MIN: 300.00 MAX: 500.00" from Table 4, row 3 page 222 in Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., ... & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. Clinical colorectal cancer, 13(4), 219-225 plugged into the formula above to find the SE, I get an SE of 50, so plugging the 50 and mean into the CI = m ± t\*SE from Jochen above I get:  
   
# 400 + 2\*50 = 500  
   
# 400 - 2\*50 = 300  
   
# Which is the same confidence interval as I got in the Table 4 row 3, i.e. 300 and 500.  
   
# So, this might be a good way to check if my standard error is correct. Although this will only work if my confidence interval is centred on the mean, i.e. if I am the same distance from the mean to the max and to the min. If my confidence interval is NOT centred on the mean, I can calculate 2 standard errors, one between the lower interval and the mean, and one between the upper interval and the mean, and then apply these in CI = m ± t\*SE, knowing that:  
  
# CIupper = m + t\*SE  
  
# CIlower = m - t\*SE  
  
# I've figured out a simple test for whether the max/min reported is ±2σ:  
# se <- ((Max) - (Mean)) / 2  
# MaxMatch <- Mean + 2\*se   
# MinMatch <- Mean - 2\*se  
   
# I can then check if the max/min reported in a Table match the above, and if so I know that the max/min reported is ±2σ.  
   
# If not, it may be that they used the se off the minimum as it's further away, so try the below:  
   
# se <- ((Mean) - (Min)) / 2  
# MaxMatch <- Mean + 2\*se   
# MinMatch <- Mean - 2\*se  
   
   
# I can then check if the max/min reported in a Table match the above, and if so I know that the max/min reported is ±2σ.  
   
   
   
   
# Even if it's not symmetric, this may still be a 95% confidence interval if the mean is at 2 of one of the standard errors from the min or the max, we can see this in action below:  
   
   
# > Maximum <- 27655.84  
# > Mean <- 11565.60  
# >   
# > se <- ((Maximum) - (Mean)) / 2  
# > se   
# [1] 8045.12  
# >   
# > MaxMatch <- Mean + 2\*se   
# > MinMatch <- Mean - 2\*se  
# > MaxMatch  
# [1] 27655.84  
# > MinMatch  
# [1] -4524.64  
   
# But still, for these values  
   
# FN: Value: 11,565.60 Minimum: 7092.16 Maximum: 27,655.84 Distribution: γ: (2.067, 5596.247)  
   
# that are not centered on the mean, this still came out the same as the Table using this se <- ((Maximum) - (Mean)) / 2 method. Because looking at the below, the upper interval (the maximum) is further from the mean at a difference of 16090.24, than the lower interval (the minimum) at a difference between it and the mean of 4473.44 (i.e. the maximum is nearly four times further away from the mean that the minimum).  
   
   
# > Maximum <- 27655.84  
# > Minimum <- 7092.16  
# > Mean <- 11565.60  
   
# > Maximum - Mean  
# [1] 16090.24  
   
# > Mean - Minimum  
# [1] 4473.44  
   
   
# And when we plug the se in for the further away max we get:  
   
   
# > a.cIntervention  
# [1] 2.066671  
# > b.cIntervention  
# [1] 5596.247  
   
# Just the same as the values for FN above.  
#   
  
# So, this kind of applies to situations where an interval is reported, when you might want to check if it's a 95% confidence interval, and if not, which interval is furthest from the mean, in cases of a point estimate only, you do the following:  
  
  
  
  
# 2) POINT ESTIMATE ONLY:  
  
# If they arent reported with a 95% confidence interval, the Goldstein paper says: "Drug costs were varied within +/-20% of their baseline values as previously done by Goulart and Ramsey".  
   
# I checked this for FOLFOX drug cost Min: 443.91 Value: 355.13 Max: 532.69 gamma(100, 4.439)  
   
# Mean<- 443.91  
# Maximum <- Mean + 0.20\*Mean  
# Minimum <- Mean - 0.20\*Mean  
   
# Taking 20% plus the mean and 20% minus the mean, I get the same maximum and minimum as above, exactly:  
   
# > Maximum  
# [1] 532.692  
# > Minimum  
# [1] 355.128  
   
# They still applied the SE = (CIupper-m)/t or SE = (m-CIlower)/t to this interval which they generated from 20% plus the mean and 20% minus the mean.  
  
# In the Goldstein 2014 paper, where the ranges are more than 20% away from the mean, i.e., 25%, etc., they use the same formula for ranges that are symmetrically far from the mean, i.e., 25% bigger or smaller than the mean, and they use the same formula but incoporating the range that's furthest from the mean when generating the se when the ranges arent symmetric about the mean.  
  
  
  
  
  
# OK, so the question is, can we apply any percentage we like to the point estimate we find for costs to generate the max or min and then just apply the formula above to generate the SE? I reviewed Koen's study below:  
  
# Degeling, K., Franken, M. D., May, A. M., van Oijen, M. G., Koopman, M., Punt, C. J., ... & Koffijberg, H. (2018). Matching the model with the evidence: comparing discrete event simulation and state-transition modeling for time-to-event predictions in a cost-effectiveness analysis of treatment in metastatic colorectal cancer patients. Cancer epidemiology, 57, 60-67.  
  
# C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Matching the model with the evidence Koen  
  
# In the excel file, on the second sheet there is a row called parameter 1. For cost this parameter is the alpha value, and when you click on 16.000 it shows the formula that created this alpha value, which is the same as for my alpha value formula above. This formula includes the mean and the SE. When I take the mean (which is just the baseline value) and plug this into the R code to generate the SE:  
  
# I get the same se as in the excel file when making the max and min 50% larger or smaller than the mean in the code below.   
# Mean<- 2062.35  
# Maximum <- Mean + 0.50\*Mean  
# Minimum <- Mean - 0.50\*Mean  
# se <- ((Maximum) - (Mean)) / 2  
# se  
# 515.5875  
  
# Even more important, they apply the same code as I have for creating the alpha value above using this mean and SE generated just from taking 50% either side of the mean.   
  
# The implication of this is that you can generate the SE of a point estimate by taking any percentage either side of the mean and that you can also apply the code as above to generate the alpha and beta. Unfortunately in the excel file they don't create the beta in parameter 2, but the lambda, which is something else again.   
  
  
# This may solve the riddle of lambda in Koen's code, I noticed that here they use 1/Beta: https://www.pluralsight.com/guides/beta-and-gamma-function-implementation-in-r so I took that approach with the Lambda in Koen's code, plugging it in for beta, and got the same value of the mean as I started out with.  
  
# Mean<- 2062.35  
# Maximum <- Mean + 0.50\*Mean  
# Minimum <- Mean - 0.50\*Mean  
# se <- ((Maximum) - (Mean)) / 2  
  
# se  
# Maximum  
# Minimum  
# mean <-Mean  
  
# mn.cIntervention <- mean ## mean cost of intervention  
# se.cIntervention <- se ## standard error of cost of intervention  
# a.cIntervention <- (mn.cIntervention/se.cIntervention)^2 ## alpha value for cost of intervention (shape)  
# b.cIntervention <- (mn.cIntervention)/((se.cIntervention)^2) ## beta value for cost of intervention (scale) using Koen's backwards version of Andy's (se.cIntervention^2)/mn.cIntervention to generate the Lambda code.  
  
# a.cIntervention  
# b.cIntervention  
# se  
  
# c\_H = rgamma(10000, shape = a.cIntervention, scale = 1/b.cIntervention) # cost of intervention  
# mean(c\_H)  
   
  
# Likewise, if I do the following:  
  
# 1/ b.cIntervention  
# I get the exact same value for b.cIntervention as when I use the original code to generate b.cIntervention from Andy, as below.  
  
# b.cIntervention <- (se.cIntervention^2)/mn.cIntervention ## beta value for cost of intervention (scale)  
# b.cIntervention  
  
# So, it looks like the whole Lambda thing is just a different way of getting b.cIntervention, but Koen's way of doing it requires the addition of 1/ for the scale part of rgamma, while Andy's method doesnt.  
  
# So, in this it looks like Andy is generating the scale for the beta, while Koen is generating the rate:   
  
# This is supported by this:   
  
# "Density, distribution function, quantile function and random generation for the Gamma distribution with parameters alpha (or shape) and beta (or scale or 1/rate)." https://search.r-project.org/CRAN/refmans/Rlab/html/Gamma.html   
  
  
# "There is a R function for simulating this random variable. Here in addition to the number of values to simulate, we just need two parameters, one for the shape and one for either the rate or the scale. The rate is the inverse of the scale. The general formula is: rgamma(n, shape, rate = 1, scale = 1/rate)." https://pubs.wsb.wisc.edu/academics/analytics-using-r-2019/gamma-variables-optional.html also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\13.7 Gamma Variables (Optional) \_ Analytics Using R.pdf  
  
# I think the code above also implies that if you were to include it as a "rate" instead of calling it scale in the rcode for Koen's rate, then you wouldnt need to do the 1/ bit over scale. So, he may have taken this approach as well.This is supported by: "rate: a numeric vector in the range [0, Inf) that specifies the inverse of the scale parameter." https://docs.tibco.com/pub/enterprise-runtime-for-R/4.1.1/doc/html/Language\_Reference/stats/GammaDist.html  
  
# This is supported by the below:  
  
# > set.seed(1)  
# > x <- rgamma(n = 1000, shape = 5, scale = 3)  
# > mean(x)  
# [1] 14.61593  
# Knowing that the rate is the inverse of the scale, we can get the rate as 1/3 below:  
# > 1/3  
# [1] 0.3333333  
# > set.seed(1)  
# > x <- rgamma(n = 1000, shape = 5, rate = 0.3333333)  
# > mean(x)  
# [1] 14.61593  
# > set.seed(1)  
# > x <- rgamma(n = 1000, shape = 5, scale = 1/0.3333333)  
# > mean(x)  
# [1] 14.61593  
  
# Thus, Koen generated the rate and used that in rgamma, while Andy showed me how to use scale and use that in rgamma.   
  
  
# This 20% approach is also taken by Lesley tilson and cited in her study and other studies here: https://trello.com/c/m653JBWV/48-20-cost-sensitivity  
  
# administration\_cost  
Maximum <- Maximum\_administration\_cost,  
Mean <- administration\_cost,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
administration\_cost = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_administration\_cost <-a.cIntervention,  
b.cIntervention\_administration\_cost <-b.cIntervention,   
  
  
# c\_PFS\_Folfox  
  
Maximum <- Maximum\_c\_PFS\_Folfox,  
Mean <- c\_PFS\_Folfox,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_PFS\_Folfox = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_PFS\_Folfox <-a.cIntervention,  
b.cIntervention\_c\_PFS\_Folfox <-b.cIntervention,   
  
# c\_PFS\_Bevacizumab  
  
Maximum <- Maximum\_c\_PFS\_Bevacizumab,  
Mean <- c\_PFS\_Bevacizumab,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_PFS\_Bevacizumab = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_PFS\_Bevacizumab <-a.cIntervention,  
b.cIntervention\_c\_PFS\_Bevacizumab <-b.cIntervention,   
  
  
# c\_OS\_Folfiri  
  
Maximum <- Maximum\_c\_OS\_Folfiri,  
Mean <- c\_OS\_Folfiri,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_OS\_Folfiri = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_OS\_Folfiri <-a.cIntervention,  
b.cIntervention\_c\_OS\_Folfiri <-b.cIntervention,   
  
# The cost of being dead doesnt vary, it always costs the same to treat a dead person, which is 0 because we don't give any of our chemo, etc., to a dead body.  
 c\_D = 0,  
  
# c\_AE1  
  
Maximum <- Maximum\_c\_AE1,  
Mean <- c\_AE1,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_AE1 = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_AE1 <-a.cIntervention,  
b.cIntervention\_c\_AE1 <-b.cIntervention,   
  
  
# c\_AE2  
  
Maximum <- Maximum\_c\_AE2,  
Mean <- c\_AE2,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_AE2 = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_AE2 <-a.cIntervention,  
b.cIntervention\_c\_AE2 <-b.cIntervention,   
  
  
# c\_AE3  
  
Maximum <- Maximum\_c\_AE3,  
Mean <- c\_AE3,  
  
se <- ((Maximum) - (Mean)) / 2,  
se,   
  
mean <-Mean,  
mean,  
  
mn.cIntervention <- mean, ## mean cost of intervention  
se.cIntervention <- se, ## standard error of cost of intervention  
  
a.cIntervention <- (mn.cIntervention/se.cIntervention)^2, ## alpha value for cost of intervention (shape)  
b.cIntervention <- (se.cIntervention^2)/mn.cIntervention, ## beta value for cost of intervention (scale)  
  
a.cIntervention,  
b.cIntervention,  
  
c\_AE3 = rgamma(n\_runs, shape = a.cIntervention, scale = b.cIntervention),   
  
a.cIntervention\_c\_AE3 <-a.cIntervention,  
b.cIntervention\_c\_AE3 <-b.cIntervention,   
  
  
 # Utility vectors with length n\_runs   
  
# There may be helpful books here: C:\Users\Jonathan\Dropbox\PhD\HTA\Markov Modelling\books  
  
  
  
##### POINT ESTIMATES ONLY:  
  
  
  
# IMPORTANT, THIS VALUE IS BOUNDED BY 1 OR 0:  
# When calculating se from point estimates, remember that utility and probability values cannot be less than 0 or greater than 1, so don't calculate a min or max that is less than 0 or greater than 1. If you do, just round it to 0 or 1.  
  
  
# If you have a point estimate, then you can generate the standard error/standard deviation using the method of moments again.  
  
#Per Table 4 in the Goldstein paper:  
# > mean<- 0.850  
# > Maximum <- mean + 0.20\*mean  
# > Maximum  
# [1] 1.02  
# > Minimum <- mean - 0.20\*mean  
# > Minimum  
# [1] 0.68  
# > se <- ((Maximum) - (mean)) / 2  
# > se   
# [1] 0.085  
# > std.error <- se  
# > alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# > alpha <- mean\*alpha.plus.beta ## alpha (a)  
# > beta <- alpha\*(1-mean)/mean ## beta(b)  
# > alpha  
# [1] 14.15  
# > beta  
# [1] 2.497059  
# So, a perfect match to the Goldstein paper.  
# Because this approach to point estimates ends up making the same range around this point estimate as reported in Table 4, the implication is that when a point estimate is reported with a range, you can generate the SE the exact same way as above, that is, se <- ((Maximum) - (mean)) / 2, because we are applying the same manner of generating the SE to the range that was reported in the paper, as to the point estimate.  
  
  
# I double check the manner in which I calculate the SE with the excel file from Koen's paper: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Matching the model with the evidence Koen both are saved here, but the filepath may be too long to access them without moving them to downloads or desktop.  
  
# For his paper, I update the Maximum/Minimum part by taking the max as 50% bigger than the mean. When I do this, I get the exact same SE as he reports in the excel file, I know this because in his cells creating the alpha and beta values for utility or probability on sheet 2 of his excel file, he includes 2 numbers, one is the mean reported on sheet 1 for the parameter whose utility or probability he is taking random draws from, and then the other number is an EXACT match for the SE number I calculate, and must therefore be the SE number he calculates. Especially because he then applies a formula to this mean and SE to generate the alpha and the beta. You can see this in my model code below, where the mean and SE I report in my own analysis turn up in his alpha and beta formulas.  
  
# Although he uses a different method to calculate the alpha and the beta, these typically work out as very close to the values calculated for the alpha and beta using my method, which Briggs told me to use once I had the SE and mean, so I think Koen just has a deeper understanding of mathematics and is using this to apply a different formula for the generation of alpha and beta from the SE and mean.  
  
# The takeaway here is that my method for calculating SE is correct, as proven by Koen's excel file, and once I have the SE and the mean (mean is just the point estimate value I started with for this parameter) Andrew Briggs told me what to do to calculate the alpha and the beta, so I now can be confident in the manner in which I take the PSA for utility or probability when it comes to beta distributions.   
   
# mean<- 0.042178846  
# Maximum <- mean + 0.50\*mean  
# Maximum  
# Minimum <- mean - 0.40\*mean  
# Minimum  
#   
# se <- ((Maximum) - (mean)) / 2  
# se   
#   
# std.error <- se  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# beta  
#   
#   
#   
#   
# mean: 0.042178846  
# se: 0.01054471  
#   
# alpha =(((0.042178846)^2)\*(1-(0.042178846))/((0.01)^2)-(0.042178846))  
# beta =((1-(0.042178846))\*(((1-(0.042178846))\*(0.042178846))/((0.01)^2)-1))  
#  
# My alpha and beta:  
#  
# > alpha  
# [1] 15.28296  
# > beta  
# [1] 347.0541  
#  
# Koen's alpha and beta:  
# alpha = 14.961  
# beta = 363.614  
  
# mean<- 0.042178846  
  
# u\_ME = rbeta(10000, shape1 = 15.28296, shape2 = 347.0541)  
# mean(u\_ME)  
# [1] 0.04208022  
# u\_KOEN = rbeta(10000, shape1 = 14.961, shape2 = 363.614)  
# mean(u\_KOEN)  
# [1] 0.03940224  
# Which will both come to 0.04 if rounding to 2 decimal points  
  
#   
# mean= 0.042178846  
# se= 0.01  
#   
# newalpha =(((mean)^2)\*(1-(mean))/((se)^2)-(mean))  
# newbeta =((1-(mean))\*(((1-(mean))\*(mean))/((se)^2)-1))  
# > newalpha  
# [1] 16.99799  
# > newbeta  
# [1] 385.9999  
#   
#   
# manualalpha =(((0.042178846)^2)\*(1-(0.042178846))/((0.01)^2)-(0.042178846))  
# manualbeta =((1-(0.042178846))\*(((1-(0.042178846))\*(0.042178846))/((0.01)^2)-1))  
# > manualalpha  
# [1] 16.99799  
# > manualbeta  
# [1] 385.9999  
  
## RANGE:  
  
##### Calculating Beta values when you have a range around your point estimate in the literature (THIS CAN BE APPLIED TO PROBABILITY OR UTILITY):   
  
  
# Here are my formulas, and if you read further below you can see how I got to these formulas.  
  
# Here's the bottomline takeaway on the Beta formuala. My SE's are typically very close to the SE's that I recover from the published studies. I've seen first hand, that you need big changes to the SE to affect the mean you draw in the PSA. So, what I'll do is apply the briggse or altbriggse as appropriate, and then when I do the PSA I'll check the mean on the parameter drawn from the PSA draws to make sure the parameter is on average the same as the one we started with, I can do this by doing mean() whatever the parameter is, and that will show me the average value.  
  
# Brigs code to generate the SE for a parameter with a range perfectly centered around the mean (briggsse), and then repeated but for the situations where the range isnt PERFECTLY centered around the mean (altbriggsse), i.e., the min is further away from the mean than the max, or vice versa (even a little):  
  
# briggsse <- ((max)-(mean))/1.96  
# altbriggsse <- (max-min)/(2\*1.96)  
  
## Generating the alpha and beta:  
  
# mean <- Somevaluehere  
  
# std.error <- briggsse OR altbriggsse - as appropriate  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# beta  
#   
# u\_ME = rbeta(10000, shape1 = a, shape2 = b)  
# mean(u\_ME)  
  
# I could also create alpha and beta using Koen's code, which is a different way of calculating these vales than what Briggs showed me, but typically gives the same alpha and beta, so can be ignored:  
  
# newalpha =(((mean)^2)\*(1-(mean))/((se)^2)-(mean))  
# newbeta =((1-(mean))\*(((1-(mean))\*(mean))/((se)^2)-1))  
# newalpha  
# newbeta  
  
  
# Calculating a Beta distribution when you have a range around this in the literature you are reviewing:  
  
# All of the below applies to probabilities as well as utilities, as both are for beta distributions.  
  
# To determine the best way to do this, I open all the sources I mention just above which include a range, se, alpha, beta, etc., and then I apply all the methods I have and see which is best. I'll also be heavily guided by the suggestions Andy made, as he has being doing this work for 2 decades, if he says that a certain way is correct, I'll take him at his word. Lesley also made some suggestions.  
  
# Once you have an alpha and a beta, you can work your way back to a SE:  
  
  
# per: https://stackoverflow.com/questions/41189633/how-to-get-the-standard-deviation-from-the-fitted-distribution-in-scipy  
# As supported by this: https://www.real-statistics.com/binomial-and-related-distributions/beta-distribution/  
# and using this here: Jenks, Michelle, et al. "Tegaderm CHG IV securement dressing for central venous and arterial catheter insertion sites: a NICE medical technology guidance." Applied Health Economics and Health Policy 14.2 (2016): 135-149. https://link.springer.com/content/pdf/10.1007/s40258-015-0202-5.pdf I get 0.002096431 or 0.0021, so it looks like they used the mean as their se.  
  
  
# I demonstrate this in Table 1, row 22, of: Sharp, Linda, et al. "Cost-effectiveness of population-based screening for colorectal cancer: a comparison of guaiac-based faecal occult blood testing, faecal immunochemical testing and flexible sigmoidoscopy." British journal of cancer 106.5 (2012): 805-816. https://www.nature.com/articles/bjc2011580.pdf also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\bjc2011580.pdf  
  
# CTC sensitivity for CRC Basecase(85%) range(75 – 95%) Beta (Alpha = 50.00, Beta = 8.82)  
  
# a<- 50.00  
# b<- 8.82  
# Var <- a \* b / ( (a + b)^2 \* (a + b + 1) )  
# se <- sqrt(Var)  
# se  
# 0.04616056  
  
# Here's a way to get alpha and beta with just the variance and mean: https://devinincerti.com/2018/02/10/psa.html  
  
# If I wanted to turn my own SE into the variance, I can multiply it by itself, i.e. se\*se per: https://r-lang.com/how-to-calculate-square-of-all-values-in-r-vector/#:~:text=To%20calculate%20square%20in%20R,square%20of%20the%20input%20value.  
  
# mean <- 0.85  
  
# std.error <- se  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# 50.01124  
# beta  
# 8.825513  
  
  
# myse <- ((0.95) - (0.85)) / 2  
# myse  
# 0.05  
  
###### Below, I work through the differences that my SE formula lead to, and come to the realisation that an alternative formula informed by Briggs may be better: ######  
  
# The problem is, using this se changes my alpha and beta values, as follows:  
  
# std.error <- myse  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# 42.5  
# beta  
# 7.5  
  
# The differences between my results on their tables, and their results, may come down to rounding.  
  
# When I generate the SE from the values reported in the paper, I don't have as many decimal points for my SE, i.e., it rounds up to 0.05 from 0.04616056, as below:  
  
# myse <- ((0.95) - (0.85)) / 2  
# myse  
# 0.05  
  
# The problem is, using this rounded se changes my alpha and beta values, as follows:  
  
# std.error <- myse  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# 42.5  
# beta  
# 7.5  
  
# Which explains the differences in the alpha and beta I generate from the table.  
  
# What this means, is that I can generate my SE as before, that is   
  
# se <- ((Maximum) - (Mean)) / 2  
  
# Or se off the minimum if it's further away:  
  
# se <- ((Mean) - (Min)) / 2  
  
# But where there is a range, instead of just a point estimate value for utility, I use the upper end of the range for the maximum, or the lower end of the range for the minimum when generating the SE.  
  
# I've checked this for all the beta values in the Table. Only rows 1, 5, 20, 34 (out of the 17 beta rows) give results that are too different to be accounted for by rounding. To make sure I am 100% correct about this, I've emailed Lesley to ask how she got these distributions, as she is one of the co-authors on the paper. Lesley didnt do the analysis for this paper, and doesnt remember who did...  
  
# When the SE is only different by rounding, the alpha and beta that comes out of the formula after I've worked out the SE for their beta vars from the alpha and beta and plugged it into the formula matches the alpha and beta they started with, showing that the way in which I generate the SE is correct, because my se matches the se they use as below:  
  
# My standard error matches theirs (although involves rounding) and I get the same alpha and beta by including theirs or mine (or, at least I would without rounding) and gives me the same rbeta mean as they started out with. Subsequently, my thought process is this: I can take the approach of generating the SE from the upper range - mean or the mean - the lower range (depending on which is further away), and then plug this into my formula to get an appropriate alpha and beta and use this to make random draws for the mean in the rbeta. I won't produce an alpha and beta that matches what they present in the table, but the SE I recover from their alpha and beta, creates an unmatched version of the alpha and beta that matches the alpha and beta I create.   
  
# The fact that their standard error matches mine means that the way I am calculating SE in my own methods is correct.  
#   
# std.error <- se  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# beta  
#   
# u\_ME = rbeta(10000, shape1 = a, shape2 = b)  
# mean(u\_ME)  
  
#   
# std.error <- myse  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# beta  
#   
# u\_ME = rbeta(10000, shape1 = a, shape2 = b)  
# mean(u\_ME)  
  
  
# Then I create alpha and beta using Koen's code, which is a different way of calculating these vales than what Briggs showed me:  
  
# newalpha =(((mean)^2)\*(1-(mean))/((se)^2)-(mean))  
# newbeta =((1-(mean))\*(((1-(mean))\*(mean))/((se)^2)-1))  
# newalpha  
# [1] 50.01124  
# newbeta  
# [1] 8.825513  
  
# Gianluca Baio emailed me this code for calculating alpha and beta, which matches the above:  
  
# a <- m \* ((m \* (1 - m)/s^2) - 1)  
# b <- (1 - m) \* ((m \* (1 - m)/s^2) - 1)  
  
# According to Brett (McQueen, Robert <ROBERT.MCQUEEN@CUANSCHUTZ.EDU> in email): The beta distribution has two shape parameters calculated as alpha = ((mean^2)\*(1-mean)/(error)^2)-mean and beta = alpha\*((1-mean)/mean).  
  
# Spackman, D. E., & Veenstra, D. L. (2008). A cost-effectiveness analysis of currently approved treatments for HBeAg-positive chronic hepatitis B. Pharmacoeconomics, 26(11), 937-949. http://download.lww.com/wolterskluwer\_vitalstream\_com/permalink/pcz/a/00019053-920082611-00002.pdf Also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\00019053-920082611-00002.pdf  
  
  
  
# In the supplementary table to this paper, my SE is almost identical to the SE created in the paper, but because I am working with whole numbers, i.e., I only know 2 decimals of their code, say 0.03, whereas they would know lots more, say 0.031112234331, so my SE has less decimal points than there's, so of course, there will be slight variations when that SE is used for calculating alpha.plus.beta, which in turn has implications for alpha and beta calculated alone from this alpha.plus.beta, i.e., my calculation of these will be very slightly different because I am dividing by a very slightly different SE to create alpha plus beta. What I do see when I plug their longer SE into my formula I get the exact alpha and beta reported in the paper. This means that my formula to calculate alpha and beta is correct. Also, my SE is the exact same as theirs bar a few extra digits in theirs, for reasons described above, meaning that the way I calculate the SE is also perfect. Thus I can use the method described below for calculating SE from a parameter with a range, and thus the alpha and beta from this parameter, and thus the PSA distribution.  
  
  
# However, I do run into some cells where things are very different:  
  
# a <- 15.039072  
# b <- 736.9145  
# max <- 0.03  
# min <- 0.00  
# mean <-0.02  
  
# Var <- a\*b/((a+b)^2\*(a+b+1))  
# se<-sqrt(Var)  
# se  
# [1] 0.005102  
  
# myse <- ((max)-(mean))/2  
# #myse <- ((mean)-(min))/2  
# myse  
# [1] 0.005  
  
# std.error <- se  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# [1] 752  
  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# [1] 15.04  
# beta  
# [1] 736.9  
  
# u\_ME = rbeta(10000, shape1 = alpha, shape2 = beta)  
# mean(u\_ME)  
# [1] 0.01997  
  
# std.error <- myse  
# alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1 ## alpha + beta (ab)  
# alpha.plus.beta  
# [1] 783  
# alpha <- mean\*alpha.plus.beta ## alpha (a)  
# beta <- alpha\*(1-mean)/mean ## beta(b)  
# alpha  
# [1] 15.66  
# beta  
# [1] 767.3  
  
# u\_ME = rbeta(10000, shape1 = alpha, shape2 = beta)  
# mean(u\_ME)  
# [1] 0.02007  
  
  
# I create a vector with 1 million entries drawing randomly from between a minimum and a maximum value for the mean and max values featured in the paper:  
  
  
# possiblemeans <- runif(1000000, 0.012499999999999999, 0.0134999999999999999)  
# possiblemaxs <- runif(1000000, 0.022499999999999999, 0.0234999999999999999)  
  
# I create an SE that's made up of all these possible values  
  
# mypossibleses <- ((max)-(mean))/2  
# mypossibleses <- ((mean)-(min))/2  
# mypossibleses  
  
# The below tells me all the cells that have the included value :  
  
# grep(se, x1)  
  
# So, basically, what I am doing is taking all the possible numbers that could make up the max and the mean, putting them into my formula, and seeing if any permutation will give me the SE they report in their paper. If it does, this simply means that their SE and my SE differ because of the number of decimal places they have.  
  
# a <- 8.16870263  
# b <- 54.66747   
# max <- 0.23  
# min <- 0.07  
# mean <-0.13  
#   
# Var <- a\*b/((a+b)^2\*(a+b+1))  
# se<-sqrt(Var)  
# se  
# [1] 0.04209  
#   
# myse <- ((max)-(mean))/2  
# #myse <- ((mean)-(min))/2  
# myse  
# [1] 0.05  
  
  
# I create a vector with 1 million entries drawing randomly from between a minimum and a maximum valuefor the mean and max values featured in the paper:  
  
  
# possiblemeans <- runif(1000000, 0.12499999999999999, 0.134999999999999999)  
# possiblemaxs <- runif(1000000, 0.22499999999999999, 0.234999999999999999)  
# possiblemins <- runif(1000000, 0.06499999999999999, 0.074999999999999999)  
  
# I create an SE that's made up of all these possible values  
  
# mypossibleses <- ((possiblemaxs)-(possiblemeans))/2  
# mypossibleses <- ((possiblemeans)-(possiblemins))/2  
# mypossibleses  
  
# I create a data frame from this and then I control f to search for the se they created according to their alpha and beta:  
# se  
# mypossiblesesdf <- data.frame(mypossibleses)  
  
  
# I don't find it among my values.  
  
# This tells me that no matter what number of decimal places they had information on, I would never be able to generate the SE they generated from the values I am using. When I sort by the size of my data.frame the minimum value I have is 0.04501 and the maximum is 0.05499  
  
# I even tred dividing by all the t-quantiles:  
  
# tq <- c(1,1.376,1.963,3.078,6.31,12.71,31.82,63.66,106.1,159.2,0.816,1.061,1.386,1.886,2.92,4.303,6.965,9.925,12.85,15.76,0.765,0.978,1.25,1.638,2.353,3.182,4.541,5.841,6.994,8.053,0.741,0.941,1.19,1.533,2.132,2.776,3.747,4.604,5.321,5.951,0.727,0.92,1.156,1.476,2.015,2.571,3.365,4.032,4.57,5.03,0.718,0.906,1.134,1.44,1.943,2.447,3.143,3.707,4.152,4.524,0.711,0.896,1.119,1.415,1.895,2.365,2.998,3.499,3.887,4.207,0.706,0.889,1.108,1.397,1.86,2.306,2.896,3.355,3.705,3.991,0.703,0.883,1.1,1.383,1.833,2.262,2.821,3.25,3.573,3.835,0.7,0.879,1.093,1.372,1.812,2.228,2.764,3.169,3.472,3.716,0.697,0.876,1.088,1.363,1.796,2.201,2.718,3.106,3.393,3.624,0.695,0.873,1.083,1.356,1.782,2.179,2.681,3.055,3.33,3.55,0.694,0.87,1.079,1.35,1.771,2.16,2.65,3.012,3.278,3.489,0.692,0.868,1.076,1.345,1.761,2.145,2.624,2.977,3.234,3.438,0.691,0.866,1.074,1.341,1.753,2.131,2.602,2.947,3.197,3.395,0.69,0.865,1.071,1.337,1.746,2.12,2.583,2.921,3.165,3.358,0.689,0.863,1.069,1.333,1.74,2.11,2.567,2.898,3.138,3.326,0.688,0.862,1.067,1.33,1.734,2.101,2.552,2.878,3.113,3.298,0.688,0.861,1.066,1.328,1.729,2.093,2.539,2.861,3.092,3.273,0.687,0.86,1.064,1.325,1.725,2.086,2.528,2.845,3.073,3.251,0.686,0.859,1.063,1.323,1.721,2.08,2.518,2.831,3.056,3.231,0.686,0.858,1.061,1.321,1.717,2.074,2.508,2.819,3.041,3.214,0.685,0.858,1.06,1.319,1.714,2.069,2.5,2.807,3.027,3.198,0.685,0.857,1.059,1.318,1.711,2.064,2.492,2.797,3.014,3.183,0.684,0.856,1.058,1.316,1.708,2.06,2.485,2.787,3.003,3.17,0.684,0.856,1.058,1.315,1.706,2.056,2.479,2.779,2.992,3.158,0.684,0.855,1.057,1.314,1.703,2.052,2.473,2.771,2.982,3.147,0.683,0.855,1.056,1.313,1.701,2.048,2.467,2.763,2.973,3.136,0.683,0.854,1.055,1.311,1.699,2.045,2.462,2.756,2.965,3.127,0.683,0.854,1.055,1.31,1.697,2.042,2.457,2.75,2.957,3.118,0.682,0.853,1.054,1.309,1.696,2.04,2.453,2.744,2.95,3.109,0.682,0.853,1.054,1.309,1.694,2.037,2.449,2.738,2.943,3.102,0.682,0.853,1.053,1.308,1.692,2.035,2.445,2.733,2.937,3.094,0.682,0.852,1.052,1.307,1.691,2.032,2.441,2.728,2.931,3.088,0.682,0.852,1.052,1.306,1.69,2.03,2.438,2.724,2.926,3.081,0.681,0.851,1.05,1.303,1.684,2.021,2.423,2.704,2.902,3.055,0.679,0.849,1.047,1.299,1.676,2.009,2.403,2.678,2.87,3.018,0.679,0.848,1.045,1.296,1.671,2,2.39,2.66,2.849,2.994,0.677,0.845,1.041,1.289,1.658,1.98,2.358,2.617,2.798,2.935,0.674,0.842,1.036,1.282,1.645,1.96,2.326,2.576,2.748,2.878)  
  
# mypossibleses <- ((possiblemaxs)-(possiblemeans))/tq  
# mypossibleses  
# I create a data frame from this and then I control f to search for the se they created according to their alpha and beta:  
# se  
# mypossiblesesdf <- data.frame(mypossibleses, tq)  
  
# I ctrl f and searched 0.04209 and got a few hits, but when I went to look at these with the all the digits being displayed none of them matched exactly the long version of their SE, i.e. 0.0420918376330846  
  
# > print(mypossiblesesdf[748327,], digits = 22)  
  
# So, I'm definitely not able to create their SE from the formula I used  
  
# So, they definitely didnt create their SE from the same formula I used.  
  
  
  
# The solution:  
  
# [The below fact that there is a better formula may imply that the reason none of the million draws above match the SE recovered from the paper down to the decimal point is because I was using the wrong formula to calculte the SE, and maybe it would have matched given the correct formula from Briggs below]. Plus, even if they report 3 decimal points in the paper, you never know if they did their calculations with even more, say 5 decimal points, and as we saw above, even a few more decimal points can change the SE slightly, and thus the alpha plus beta and then the alpha and beta.  
  
# I take the code provided by Briggs, provided by Devin, and my own assumed code, and I apply it to the Packman paper. Basically, I recover the SE's for this paper by applying the SE recovery code to the alpha and beta they report, then I compare all the different methods I have to get the SE myself to see which one comes out right most of the time.  
  
  
# Here's my own code, the code provided by Briggs (in email) and the code reported by Devin Incerti (https://hesim-dev.github.io/hesim/articles/markov-cohort.html) when generating the SE:  
  
  
# b <-c(891.6005,15.41799,736.9145,1257.92,419.1321,48.37248,54.66747,759.661,1161.571,46.55078,371.0238,613.4266,1349.813,1007.815,150.3308,515.7984,1.572009,1.709663,1196.415,44.16013,432.4305,1143.101,478.3303,344.844,318.2237,839.0925,665.8365,668.3704,15334.68,2261.868,210.4119,295.9456,839.0925,295.9456,248.218,50.63905,51.89032,54.66747,265.7833)   
  
# a <-c(121.581888,51.6167467,15.039072,334.383756,62.6289387,12.09312,8.16870263,3.817392,254.979072,48.4508078,45.8568782,226.883808,449.9375,168.165112,22.4632179,113.224032,29.8681689,2.26629759,280.640564,9.04484592,22.7595,242.476063,28.3755279,38.316,14.64628,6.766875,12.20474,6.751216,15.35003,6.806023,6.731443,6.657262,6.766875,6.657262,6.625944,14.28281,15.76329,8.168703,6.814956)  
  
# max <-c(0.14,0.87,0.03,0.23,0.16,0.30,0.23,0.01,0.21,0.61,0.13,0.29,0.27,0.16,0.18,0.85,1.00,1.00,0.21,0.27,0.07,0.195,0.076,(13.0/100),(6.6/100),(1.6/100),(2.8/100),(2.0/100),(0.2/100),(0.6/100),(6.2/100),(4.4/100),(1.6/100),(4.4/100),(5.2/100),(32.0/100),(33.3/100),(23/100),(5.0/100))  
  
# min <-c(0.10,0.67,0.00,0.19,0.10,0.10,0.07,0.00,0.15,0.41,0.09,0.25,0.23,0.12,0.08,0.79,0.85,0.13,0.17,0.07,0.03,0.155,0.036,(7.0/100),(2.2/100),(0.4/100),(0.8/100),(0.5/100),(0.1/100),(0.015/100),(1.6/100),(1.1/100),(0.4/100),(1.1/100),(1.3/100),(12.0/100),(13.3/100),(6.5/100),(1.3/100))   
  
# mean <-c(0.12,0.77,0.02,0.21,0.13,0.20,0.13,0.005,0.18,0.51,0.11,0.27,0.25,0.14,0.13,0.18,0.95,0.57,0.19,0.17,0.05,0.175,0.056,(10.00/100),(4.4/100),(0.8/100),(1.8/100),(1.0/100),(0.1/100),(0.3/100),(3.1/100),(2.2/100),(0.8/100),(2.2/100),(2.6/100),(22.0/100),(23.3/100),(13.0/100),(2.5/100))  
  
# Recover the papers SE:  
  
# Just a quick aside that for the values in Table A4, I have to divide these by 100. They start off as just percents, so 10.0 (7.0, 13.0) to reflect 10% with a range of 7 to 13 percent. But, if I want them to be the same as the percentages I have throughout the model, i.e., 0 is 0% and 1 is 100%, and 0.5 is 50%, then I'll need to divide these by 100. This goes equally for any percentages I find in the literature reported as just 10% say, and want to include, they'll need to be divided by 100 to put them in the same units as the 0-1 percentages range I use throughout my model. And the fact that the alpha and beta calculated in this report exactly match the alpha and beta I calculate when I've made this /100) adjustment means that, regardless of the fact that the authors list the percentages as 10.0, 7.0 and 13.0 in Table A4, when they actually went to analyse these, they also applied the /100) adjustment.  
  
# Code to recover the SE's:  
  
  
# Var <- a\*b/((a+b)^2\*(a+b+1))  
# se<-sqrt(Var)  
  
# My own assumed SE code:  
# myse <- ((max)-(mean))/2  
# My own assumed SE code, using the min when the mean isnt centered in the range, so say the min is further from the mean than the max:  
# mysemin <- ((mean)-(min))/2  
  
# Devin's code to generate the SE, as described above:  
# devinse <- (max - min)/(2 \* qnorm(.975))  
  
# Brigs code to generate the SE, with the max - the mean, and then repeated but for the mean minus the min:  
# briggsse <- ((max)-(mean))/1.96  
# briggssemin <- ((mean)-(min))/1.96  
  
# Here are the results, for the paper:  
  
# myse: ------11-1--10-1--------00-  
# devinse: -------------11-1------  
# briggsse:11111110111111-111-111-  
# altbriggsse:11-1111111111  
# wrongbriggsse:1  
# logse:  
# logse2:  
# mysemin:  
# briggssemin:111111  
# logsemin2  
# tqse:  
  
# Obviously, briggsse is the most correct, most of the time (in this Table 1 represents an exact match, and - represents a close but not exact match, when something was wrong I either didnt include it, or included it as a 0 when it was really, really wrong). Only 12.82% of the time it was wrong. So, 87.18% of the time it was correct.  
  
# When the range isnt PERFECTLY centered around the mean, i.e., the min is further away from the mean than the max, it looks like you use altbriggsse to incorporate this wider range, than you would see taking max-mean, what's interesting is that mean-min isnt enough to replicate the results in the study, it has to be max-min (although the fact that mean-min is divided by /1.96 and max-min is divided by /2\*1.96 also contributes I'm sure). Devinse does this also, but I don't like it as much because the qnorm(.975) seems a bit less clear on what it's doing, even though > 2 \* qnorm(.975) [1] 3.919928 is more or less the exact same as > 2\*1.96 [1] 3.92. Nonetheless, Devins SE's are always slightly different to the actual SE when compared to briggsse, which has made me prefer briggsse.  
  
# So, the recipe is simple, use briggsse when the range is centered around the base case value, or point estimate, or mean, or however they describe it. But, When the range isnt PERFECTLY centered around the mean, i.e., the min is further away from the mean than the max, or vice versa (even a little), it looks like you use altbriggsse to incorporate this wider range. I've reviewed studies where Beta values refer to probabilities, and studies where Beta values refer to utilities, and the above still holds regardless.   
  
# altbriggsse <- (max-min)/(2\*1.96)  
  
  
# wrongbriggsse <- ((max)-(min))/2\*1.96  
  
# logse <- (log(max) - log(min)) / 3.92  
  
# 3.92 is just 1.96\*2  
  
# logse2 <- (log(max) - log(mean)) / (2\*1.96)  
# logsemin2 <- (log(mean) - log(min)) / (2\*1.96)  
  
# tq <- c(1,1.376,1.963,3.078,6.31,12.71,31.82,63.66,106.1,159.2,0.816,1.061,1.386,1.886,2.92,4.303,6.965,9.925,12.85,15.76,0.765,0.978,1.25,1.638,2.353,3.182,4.541,5.841,6.994,8.053,0.741,0.941,1.19,1.533,2.132,2.776,3.747,4.604,5.321,5.951,0.727,0.92,1.156,1.476,2.015,2.571,3.365,4.032,4.57,5.03,0.718,0.906,1.134,1.44,1.943,2.447,3.143,3.707,4.152,4.524,0.711,0.896,1.119,1.415,1.895,2.365,2.998,3.499,3.887,4.207,0.706,0.889,1.108,1.397,1.86,2.306,2.896,3.355,3.705,3.991,0.703,0.883,1.1,1.383,1.833,2.262,2.821,3.25,3.573,3.835,0.7,0.879,1.093,1.372,1.812,2.228,2.764,3.169,3.472,3.716,0.697,0.876,1.088,1.363,1.796,2.201,2.718,3.106,3.393,3.624,0.695,0.873,1.083,1.356,1.782,2.179,2.681,3.055,3.33,3.55,0.694,0.87,1.079,1.35,1.771,2.16,2.65,3.012,3.278,3.489,0.692,0.868,1.076,1.345,1.761,2.145,2.624,2.977,3.234,3.438,0.691,0.866,1.074,1.341,1.753,2.131,2.602,2.947,3.197,3.395,0.69,0.865,1.071,1.337,1.746,2.12,2.583,2.921,3.165,3.358,0.689,0.863,1.069,1.333,1.74,2.11,2.567,2.898,3.138,3.326,0.688,0.862,1.067,1.33,1.734,2.101,2.552,2.878,3.113,3.298,0.688,0.861,1.066,1.328,1.729,2.093,2.539,2.861,3.092,3.273,0.687,0.86,1.064,1.325,1.725,2.086,2.528,2.845,3.073,3.251,0.686,0.859,1.063,1.323,1.721,2.08,2.518,2.831,3.056,3.231,0.686,0.858,1.061,1.321,1.717,2.074,2.508,2.819,3.041,3.214,0.685,0.858,1.06,1.319,1.714,2.069,2.5,2.807,3.027,3.198,0.685,0.857,1.059,1.318,1.711,2.064,2.492,2.797,3.014,3.183,0.684,0.856,1.058,1.316,1.708,2.06,2.485,2.787,3.003,3.17,0.684,0.856,1.058,1.315,1.706,2.056,2.479,2.779,2.992,3.158,0.684,0.855,1.057,1.314,1.703,2.052,2.473,2.771,2.982,3.147,0.683,0.855,1.056,1.313,1.701,2.048,2.467,2.763,2.973,3.136,0.683,0.854,1.055,1.311,1.699,2.045,2.462,2.756,2.965,3.127,0.683,0.854,1.055,1.31,1.697,2.042,2.457,2.75,2.957,3.118,0.682,0.853,1.054,1.309,1.696,2.04,2.453,2.744,2.95,3.109,0.682,0.853,1.054,1.309,1.694,2.037,2.449,2.738,2.943,3.102,0.682,0.853,1.053,1.308,1.692,2.035,2.445,2.733,2.937,3.094,0.682,0.852,1.052,1.307,1.691,2.032,2.441,2.728,2.931,3.088,0.682,0.852,1.052,1.306,1.69,2.03,2.438,2.724,2.926,3.081,0.681,0.851,1.05,1.303,1.684,2.021,2.423,2.704,2.902,3.055,0.679,0.849,1.047,1.299,1.676,2.009,2.403,2.678,2.87,3.018,0.679,0.848,1.045,1.296,1.671,2,2.39,2.66,2.849,2.994,0.677,0.845,1.041,1.289,1.658,1.98,2.358,2.617,2.798,2.935,0.674,0.842,1.036,1.282,1.645,1.96,2.326,2.576,2.748,2.878)  
  
#tqse <- ((max)-(min))/tq  
# sprintf("%.100f",tqse <- ((max)-(min))/tq)  
# the above lets me choose how many decimal places to display in this piece of code (I've chosen 100 for some reason).  
  
# Below I review the results:  
  
# se  
# myse  
# devinse  
# briggsse  
# altbriggsse  
# wrongbriggsse  
# logse  
# logse2  
# mysemin  
# briggssemin  
# logsemin2  
# tqse  
  
  
# I apply this to other papers:  
  
# Picot, J., et al. "The clinical effectiveness and cost-effectiveness of bortezomib and thalidomide in combination regimens with an alkylating agent and a corticosteroid for the first-line treatment of multiple myeloma: a systematic review and economic evaluation." Health technology assessment (Winchester, England) 15.41 (2011): 1.  
  
# For this, briggsse is always right, while the other SE's are not.   
  
# Thanks for your email. I’m afraid the details are lost to me in the midst of time. Having a look at our model, we may have used different assumptions to the confidence intervals depending on what data were available, for example assuming a 10%, 20% increase of the mean for the CI. We then would have worked out the standard error from the confidence intervals as you describe in your email [briggse and altbriggse] and the alpha/beta are worked out from the se and mean. The formulas for alpha and beta are taken from Briggs et al. (Decision modelling for health economic evaluation, 2006).  
  
  
  
# Sharp, Linda, et al. "Cost-effectiveness of population-based screening for colorectal cancer: a comparison of guaiac-based faecal occult blood testing, faecal immunochemical testing and flexible sigmoidoscopy." British journal of cancer 106.5 (20book12): 805-816.  
  
# For this, I typically get approximations of the SE from the paper.  
  
# Thank you for getting in touch and it’s great that your work on the CRC model is progressing. Unfortunately, I don’t have an answer to your query. I was not actually involved in deriving these estimates and it is also quite a long time ago that I don’t remember who did the actual analysis - it would have been either Linda or Alan.  
  
# I think the approach that you are taking seems valid and reasonable so it may be better for you to use the simple estimate of +/-20%.  
  
# Sorry I am not able to provide more clarification.  
  
  
# Campbell, Jonathon R., et al. "Cost-effectiveness of latent tuberculosis infection screening before immigration to low-incidence countries." Emerging infectious diseases 25.4 (2019): 661.  
  
# For this, the SE is close, but typically a few percentage points off the recovered SE, so instead of 0.06 we might have 0.05, etc., which shouldnt really change the mean calculation much when doing the beta draws in the PSA.   
  
# Gao, L., Moodie, M., Mitchell, P. J., Churilov, L., Kleinig, T. J., Yassi, N., … & EXTEND-IA TNK Investigators. (2020). Cost-effectiveness of tenecteplase before thrombectomy for ischemic stroke. Stroke, 51(12), 3681-3689. https://www.ahajournals.org/doi/epdf/10.1161/STROKEAHA.120.029666  
  
# For this, the SE I generate is typically quite different to the SE they report.  
  
# # Lan Gao of "Cost-Effectiveness of Tenecteplase Before Thrombectomy for Ischemic Stroke" didnt use a range, instead he assumed SD=0.1\*mean (here the terms SE and SD are being used to refer to the same thing, Gianluca calss SE by SD also).   
  
  
#A cluster randomised trial, cost-effectiveness analysis and psychosocial evaluation of insulin pump therapy compared with multiple injections during flexible intensive insulin therapy for type 1 diabetes: the REPOSE Trial https://www.journalslibrary.nihr.ac.uk/hta/hta21200#/abstract  
  
# For this, the SE I recover from the alpha and beta matches their SE exactly, then I generate min and max as MaxMatch <- mean + 2\*se and MinMatch <- mean - 2\*se, and get the exact same results from myse <- ((max)-(mean))/2, meaning that they used my code to get their SE, briggs and devins SE code is almost identical in the SE it generates.  
  
  
  
# https://clas.ucdenver.edu/marcelo-perraillon/sites/default/files/attached-files/lecture\_13\_uncertainty.pdf also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\lecture\_13\_uncertainty.pdf  
  
# For this, the altbriggse code gets me SE's that are very similar to the SE's reported for these non-centered parameters.  
  
  
# Appendix F: Health economics report (2015 work undertaken by NICE Internal Clinical Guidelines) https://www.nice.org.uk/guidance/ng33/evidence/appendix-f-full-he-report-pdf-80851860763  
  
# For this: My SE's from Briggses are very close to the SE's recovered from the study, and when they are not, altbriggses are very close to those recovered from the study and the range is not symmetric around the point estimate, which is the whole reason for using altbriggses anyway.  
  
  
# Here's the takeaway on the Beta formuala. My SE's are typically very close to the SE's that I recover from the published studies. I've seen first hand, that you need big changes to the SE to affect the mean you draw in the PSA. So, what I'll do is apply the briggse or altbriggse as appropriate, and then when I do the PSA check the mean on the parameter drawn from the PSA draws to make sure the parameter is on average the same as the one we started with, I can do this by doing mean() whatever the parameter is, and that will show me the average value.  
  
# The following paper shows that my methodology above can be applied to papers with 2.5/97.5% percentiles and also shows that the code for myse is used in those rare situations where the mean, min and max are all the exact same number: A dynamic Bayesian Markov model for health economic evaluations of interventions in infectious disease https://sci-hub.ru/10.1186/s12874-018-0541-7 also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\haeussler2018.pdf  
  
# And speaking to Gianluca Baio directly in email, he tells me to calculate SE's in the same way in which I was doing this with myse.  
  
# # I think very similarly to what you did --- but say you think that the info is a range of .25 to .43, then you kind of figure out that the mean is sort of halfway through (~0.34). Then you assume that, approximately, the sd would be around 0.045 (because 0.34 +/- 2\*.045 gets you, approximately, in the range you have in the first place). [i.e. brings you to the min and the max you started with].  
  
# mean <-c(0.34)  
# min <-c(0.25)  
# max <-c(0.43)  
  
# myse <- ((max)-(mean))/2  
# myse <- ((0.43)-(0.34))/2  
  
# He says the se should be a number multiplied by two that brings you from the mean to the max or the mean to the min. So, ((0.43)-(0.34)) = 0.09, 0.09/2 = 0.045. The number 0.045 times 2 gives you 0.09, 0.34 + 0.09 gives you 0.43, i.e., the max.  
  
  
#  
  
  
  
  
  
  
  
  
  
  
  
  
############### Below are some incorrect solutions I came up with #############  
  
# Incorrect Solution 1:  
  
## My formulas and the need for a 95% CI:  
   
# As per: https://stats.stackexchange.com/questions/550293/how-to-calculate-standard-error-given-mean-and-confidence-interval-for-a-gamma-d/550892#550892  
   
   
# "I would like to note that, while those values in the table happen to correspond with ±2σ, the minimum and maximum values do not generally follow such simple formula with mean plus-minus some standard deviation.  
   
# In this case, the minimum and maximum values only correspond to the interval μ±2σ because the distribution seems to have been truncated at those values."  
   
   
# i.e., my formula will only work if the minimum and maximum values reported in a study are ±2 SE from the mean, i.e. + 2 SE from the mean for the maximum value, and -2 SE from the mean for the minimum value.  
   
# And that will be the case any time there is a 95% Confidence Interval:  
   
  
# [ "Since 95% of values fall within two standard deviations of the mean according to the 68-95-99.7 Rule, simply add and subtract two standard deviations from the mean in order to obtain the 95% confidence interval. Notice that with higher confidence levels the confidence interval gets large so there is less precision." https://www.westga.edu/academics/research/vrc/assets/docs/confidence\_intervals\_notes.pdf also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\gammadist\confidence\_intervals\_notes.pdf  
  
# A good image can be found as per: https://www.quora.com/What-is-meant-by-one-standard-deviation-away-from-the-mean also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\gammadist\www-quora-com-What-is-meant-by-.pdf]  
  
# So, if I'm taking my costs and a range about these costs from the literature, I just need to make sure the range is a 95% Confidence Interval, like that reported here: Tilson, L., Sharp, L., Usher, C., Walsh, C., Whyte, S., O’Ceilleachair, A., ... & Barry, M. (2012). Cost of care for colorectal cancer in Ireland: a health care payer perspective. The European journal of health economics, 13(4), 511-524. (https://www.researchgate.net/publication/51188456\_Cost\_of\_care\_for\_colorectal\_cancer\_in\_Ireland\_A\_health\_care\_payer\_perspective) reports a cost in Table 3 for Colorectal cancer with a 95% CI: € 48,835 (€40,548–€62,582)..  
  
# For "PK test cost MEAN: 400.00 MIN: 300.00 MAX: 500.00" from Table 4, row 3 page 222 in Goldstein, D. A., Chen, Q., Ayer, T., Howard, D. H., Lipscomb, J., Harvey, R. D., ... & Flowers, C. R. (2014). Cost effectiveness analysis of pharmacokinetically-guided 5-fluorouracil in FOLFOX chemotherapy for metastatic colorectal cancer. Clinical colorectal cancer, 13(4), 219-225, plugging the SE and mean into the CI = m ± t\*SE from Jochen above I get:  
   
# 400 + 2\*50 = 500  
   
# 400 - 2\*50 = 300  
   
# Which is the same confidence interval as I got in the Table 4 row 3, i.e. 300 and 500.  
   
# So, this might be a good way to check if my standard error is correct. Although this will only work if my confidence interval is centred on the mean, i.e. if I am the same distance from the mean to the max and to the min. If my confidence interval is NOT centred on the mean, I can calculate 2 standard errors, one between the lower interval and the mean, and one between the upper interval and the mean, and then apply these in CI = m ± t\*SE, knowing that:  
  
# CIupper = m + t\*SE  
  
# CIlower = m - t\*SE  
  
# So, I've figured out a simple test for whether the max/min reported is ±2σ, i.e., whether it is a 95% CI:  
# MaxMatch <- Mean + 2\*se   
# MinMatch <- Mean - 2\*se  
   
# I can then check if the max/min reported in a Table match the above, and if so I know that the max/min reported is ±2σ.  
   
# If not, it may be that they used the se off the minimum as it's further away, so try the below again, but with the minimums SE:  
  
# MaxMatch <- Mean + 2\*se   
# MinMatch <- Mean - 2\*se  
   
   
# I can then check if the max/min reported in a Table match the above, and if so I know that the max/min reported is ±2σ.  
   
   
# Even if it's not symmetric, this may still be a 95% confidence interval if the mean is at 2 of one of the standard errors from the min or the max, we can see this in action below:  
   
   
# > Maximum <- 27655.84  
# > Mean <- 11565.60  
# >   
# > se <- ((Maximum) - (Mean)) / 2  
# > se   
# [1] 8045.12  
# >   
# > MaxMatch <- Mean + 2\*se   
# > MinMatch <- Mean - 2\*se  
# > MaxMatch  
# [1] 27655.84  
# > MinMatch  
# [1] -4524.64  
   
# But still, for these values  
   
# FN: Value: 11,565.60 Minimum: 7092.16 Maximum: 27,655.84 Distribution: γ: (2.067, 5596.247)  
   
# that are not centered on the mean, this still came out the same as the Table using this se <- ((Maximum) - (Mean)) / 2 method. Because looking at the below, the upper interval (the maximum) is further from the mean at a difference of 16090.24, than the lower interval (the minimum) at a difference between it and the mean of 4473.44 (i.e. the maximum is nearly four times further away from the mean that the minimum).  
   
   
# > Maximum <- 27655.84  
# > Minimum <- 7092.16  
# > Mean <- 11565.60  
   
# > Maximum - Mean  
# [1] 16090.24  
   
# > Mean - Minimum  
# [1] 4473.44  
   
   
# And when we plug the se in for the further away max we get:  
   
   
# > a.cIntervention  
# [1] 2.066671  
# > b.cIntervention  
# [1] 5596.247  
   
# Just the same as the values for FN above.  
#   
  
# So, this kind of applies to situations where an interval is reported, when you might want to check if it's a 95% confidence interval, and if not, which interval is furthest from the mean.  
  
  
# So, I did this in the papers, by recovering the SE from the paper, and building a max and min that was 2 of these SE's from the mean as follows, and comparing this to the max and min reported in the paper:  
  
  
# Var <- a\*b/((a+b)^2\*(a+b+1))  
# se<-sqrt(Var)  
  
# MaxMatch <- mean + 2\*se   
# MinMatch <- mean - 2\*se  
  
# I found that the times where the interval wasnt like a 95% CI, i.e., the max and min were not 2 SE's either side of the mean away, was the times that my calculated SE and the papers calculated SE's didnt match. When they were close enough to 2 SE's either side, my formulas would calculate an SE that was a closer approximination to what was reported in the paper, but when they were further away than the 2 SE's either side of the mean, the SE's calculated from my formula would also be further away. The takeaway here is probably that, with a 95% CI, I can use my briggsse formula. Where the range isnt a 95% CI, but is pretty centered on the mean value I can use altbriggsse, when the range isnt a 95% CI, and isnt even slightly centered on the mean value then I should consider treating the mean as a point estimate and ignoring the range, to create my own SE which I know I can rely on.  
  
# Incorrect Solution 2:  
  
# Here's what I originally thought was happening in the Tilson paper, the formula to generate the se is se <- ((Maximum) - (Mean))/2 but the 2 is really a t-quantile with n-1 degrees of freedom [i.e., SE = (CIupper-m)/t], but I use 2 as a simplification because "For large n the quantile approaches 2.0 (well, 1.959964... to be more precise; but using 2.0 is good enough)." I think that the authors of this study actually looked up the t-quantile and divided by that each time, rather than dividing by 2, i.e. "The t-quantile can be looked up for the level of confidence when the total sample size (n) is known.... For instance, the t-quantile for 95% confidence, n=10 and k=2 is 2.3." per: researchgate.net/post/Formula\_for\_calculate\_Standard\_errorSE\_from\_Confidence\_IntervalCI There is also information supporting this here: https://stats.stackexchange.com/questions/550293/how-to-calculate-standard-error-given-mean-and-confidence-interval-for-a-gamma-d  
  
  
# I checked this by dividing by every value in the t-quantile here: https://homepage.cs.uiowa.edu/~jblang/probability.calculators/t.table.htm  
  
# tq <- c(1,1.376,1.963,3.078,6.31,12.71,31.82,63.66,106.1,159.2,0.816,1.061,1.386,1.886,2.92,4.303,6.965,9.925,12.85,15.76,0.765,0.978,1.25,1.638,2.353,3.182,4.541,5.841,6.994,8.053,0.741,0.941,1.19,1.533,2.132,2.776,3.747,4.604,5.321,5.951,0.727,0.92,1.156,1.476,2.015,2.571,3.365,4.032,4.57,5.03,0.718,0.906,1.134,1.44,1.943,2.447,3.143,3.707,4.152,4.524,0.711,0.896,1.119,1.415,1.895,2.365,2.998,3.499,3.887,4.207,0.706,0.889,1.108,1.397,1.86,2.306,2.896,3.355,3.705,3.991,0.703,0.883,1.1,1.383,1.833,2.262,2.821,3.25,3.573,3.835,0.7,0.879,1.093,1.372,1.812,2.228,2.764,3.169,3.472,3.716,0.697,0.876,1.088,1.363,1.796,2.201,2.718,3.106,3.393,3.624,0.695,0.873,1.083,1.356,1.782,2.179,2.681,3.055,3.33,3.55,0.694,0.87,1.079,1.35,1.771,2.16,2.65,3.012,3.278,3.489,0.692,0.868,1.076,1.345,1.761,2.145,2.624,2.977,3.234,3.438,0.691,0.866,1.074,1.341,1.753,2.131,2.602,2.947,3.197,3.395,0.69,0.865,1.071,1.337,1.746,2.12,2.583,2.921,3.165,3.358,0.689,0.863,1.069,1.333,1.74,2.11,2.567,2.898,3.138,3.326,0.688,0.862,1.067,1.33,1.734,2.101,2.552,2.878,3.113,3.298,0.688,0.861,1.066,1.328,1.729,2.093,2.539,2.861,3.092,3.273,0.687,0.86,1.064,1.325,1.725,2.086,2.528,2.845,3.073,3.251,0.686,0.859,1.063,1.323,1.721,2.08,2.518,2.831,3.056,3.231,0.686,0.858,1.061,1.321,1.717,2.074,2.508,2.819,3.041,3.214,0.685,0.858,1.06,1.319,1.714,2.069,2.5,2.807,3.027,3.198,0.685,0.857,1.059,1.318,1.711,2.064,2.492,2.797,3.014,3.183,0.684,0.856,1.058,1.316,1.708,2.06,2.485,2.787,3.003,3.17,0.684,0.856,1.058,1.315,1.706,2.056,2.479,2.779,2.992,3.158,0.684,0.855,1.057,1.314,1.703,2.052,2.473,2.771,2.982,3.147,0.683,0.855,1.056,1.313,1.701,2.048,2.467,2.763,2.973,3.136,0.683,0.854,1.055,1.311,1.699,2.045,2.462,2.756,2.965,3.127,0.683,0.854,1.055,1.31,1.697,2.042,2.457,2.75,2.957,3.118,0.682,0.853,1.054,1.309,1.696,2.04,2.453,2.744,2.95,3.109,0.682,0.853,1.054,1.309,1.694,2.037,2.449,2.738,2.943,3.102,0.682,0.853,1.053,1.308,1.692,2.035,2.445,2.733,2.937,3.094,0.682,0.852,1.052,1.307,1.691,2.032,2.441,2.728,2.931,3.088,0.682,0.852,1.052,1.306,1.69,2.03,2.438,2.724,2.926,3.081,0.681,0.851,1.05,1.303,1.684,2.021,2.423,2.704,2.902,3.055,0.679,0.849,1.047,1.299,1.676,2.009,2.403,2.678,2.87,3.018,0.679,0.848,1.045,1.296,1.671,2,2.39,2.66,2.849,2.994,0.677,0.845,1.041,1.289,1.658,1.98,2.358,2.617,2.798,2.935,0.674,0.842,1.036,1.282,1.645,1.96,2.326,2.576,2.748,2.878)  
  
# And when I checked if my SE now matched the SE I got from the alpha and beta in the paper, it still didnt match.  
  
# myse <- ((max)-(mean))/tq  
# myse  
  
  
  
# For Table 1 in the following, under utilities if I plug the SE and base case value into my formula for creating alpha and beta and then take randome draws for the mean from rbeta I get the same mean as reported as the base case value in the table. Indicating that the formula I use once I have the SE and mean to get the alpha and beta, and thus the new mean, is correct: Kristin, E., Endarti, D., Khoe, L. C., Taroeno-Hariadi, K. W., Trijayanti, C., Armansyah, A., & Sastroasmoro, S. (2021). Economic evaluation of adding bevacizumab to chemotherapy for metastatic colorectal cancer (mCRC) patients in Indonesia. Asian Pacific Journal of Cancer Prevention: APJCP, 22(6), 1921. also saved here: file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Evidence%20Synthesis/Economic%20Models/Kristin%20et%20al\_2021\_Economic%20Evaluation%20of%20Adding%20Bevacizumab%20to%20Chemotherapy%20for%20Metastatic.pdf  
  
  
# So, the whole problems comes down to the manner in which I am generating the SE from the mean and range.  
  
  
######################## SECTION ON INCORRECT SOLUTIONS ENDS ###################  
  
  
# Brigs code to generate the SE for a parameter with a range perfectly centered around the mean (briggsse), and then repeated but for the situations where the range isnt PERFECTLY centered around the mean (altbriggsse), i.e., the min is further away from the mean than the max, or vice versa (even a little):  
  
max <- 1.00,  
min <- 0.68,   
mean <- u\_F,  
  
# briggsse <- ((max)-(mean))/1.96,  
altbriggsse <- (max-min)/(2\*1.96),  
  
## Generating the alpha and beta:  
  
std.error <- altbriggsse, ## briggsse OR altbriggsse - as appropriate  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha.plus.beta,  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
u\_F = rbeta(n\_runs, shape1 = alpha, shape2 = beta),  
mean(u\_F),  
u\_F\_alpha <- alpha,  
u\_F\_beta <- beta,  
  
  
  
  
# Brigs code to generate the SE for a parameter with a range perfectly centered around the mean (briggsse), and then repeated but for the situations where the range isnt PERFECTLY centered around the mean (altbriggsse), i.e., the min is further away from the mean than the max, or vice versa (even a little):  
  
max <- 0.78,  
min <- 0.52,   
mean <- u\_P,  
  
briggsse <- ((max)-(mean))/1.96,  
# altbriggsse <- (max-min)/(2\*1.96),  
  
## Generating the alpha and beta:  
  
std.error <- briggsse, ## briggsse OR altbriggsse - as appropriate  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha.plus.beta,  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
u\_P = rbeta(n\_runs, shape1 = alpha, shape2 = beta),  
mean(u\_P),  
u\_P\_alpha <- alpha,  
u\_P\_beta <- beta,  
  
  
 u\_D = 0,  
# The utility of being dead doesnt vary, it always is the same utility to be a dead person, which is 0 because we don't have any quality of life, as we are no longer alive. I could have also just set u\_D = u\_D, because when you set something equal to itself in here, that also means it's constant.  
  
  
  
  
  
  
mean<- AE1\_DisUtil,  
Maximum <- Maximum\_AE1\_DisUtil,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
AE1\_DisUtil = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_u\_AE1 <- alpha,  
beta\_u\_AE1 <- beta,  
  
  
mean<- AE2\_DisUtil,  
Maximum <- Maximum\_AE2\_DisUtil,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
AE2\_DisUtil = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_u\_AE2 <- alpha,  
beta\_u\_AE2 <- beta,  
  
  
mean<- AE3\_DisUtil,  
Maximum <- Maximum\_AE3\_DisUtil,  
Maximum,  
se <- ((Maximum) - (mean)) / 2,  
se,   
std.error <- se,  
alpha.plus.beta <- mean\*(1-mean)/(std.error^2)-1, ## alpha + beta (ab)  
alpha <- mean\*alpha.plus.beta, ## alpha (a)  
beta <- alpha\*(1-mean)/mean, ## beta(b)  
alpha,  
beta,  
  
AE3\_DisUtil = rbeta(n\_runs, shape1 = alpha, shape2 = beta),   
  
alpha\_u\_AE3 <- alpha,  
beta\_u\_AE3 <- beta,  
  
  
  
  
  
  
# Discounting:  
   
# A uniform distribution is a probability distribution in which every value between an interval from a to b is equally likely to be chosen. https://www.statology.org/uniform-distribution-r/  
   
# "Generates random values that are evenly spread between min and max bounds" - https://docs.oracle.com/cd/E57185\_01/CYBUG/apcs03s03s01.html   
  
# Devin Incerti talks about the Uniform distribution here: "The uniform distribution is useful when there is little data available to estimate a parameter and determine its distribution. It is always preferable to place uncertainty on a parameter even when there is little evidence for it than to assume a fixed value (which gives a false sense of precision). Sampling from the uniform distribution is straightforward." https://devinincerti.com/2018/02/10/psa.html   
   
#Reading the literature, it seems like studies pick a lower bound and upper bound for the discount rate, such that the average (mean of the discount rate) will reach the point estimate they started with:   
   
 # A Trial-Based Assessment of the Cost-Utility of Bevacizumab and Chemotherapy versus Chemotherapy Alone for Advanced Non-Small Cell Lung Cancer https://sci-hub.ru/10.1016/j.jval.2011.04.004   
   
# file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Evidence%20Synthesis/Paper%20Materials%20and%20Methods/Hamdy%20Elsisi%20et%20al\_2019\_Cost-effectiveness%20of%20sorafenib%20versus%20best%20supportive%20care%20in%20advanced.pdf   
   
# Koen's excel file does this too: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Matching the model with the evidence Koen  
   
# as informed by: https://pubs.wsb.wisc.edu/academics/analytics-using-r-2019/uniform-continuous-version.html also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\3.5 Uniform (Continuous Version) \_ Analytics Using R.pdf  
  
  
# d\_c = 0.04/365,  
# d\_e = 0.04/365,  
# If I wanted constant values for the discount rates I would have set them as above.  
# Earlier I divided 0.04 by 365, so now I divide the upper value by 365 also.  
  
 d\_c = runif(n\_runs, min = 0, max = 0.08/365),  
 d\_e = runif(n\_runs, min = 0, max = 0.08/365),  
  
 n\_cycle = n\_cycle,  
 t\_cycle = t\_cycle  
)  
  
# Inspect the data.frame to see what it looks like (we'll see the first 6 observations):  
head(df\_PA\_input)

## coef\_weibull\_shape\_SoC coef\_weibull\_scale\_SoC coef\_TTD\_weibull\_shape\_SoC  
## 1 0.4295 5.606 0.3453  
## 2 0.3354 5.674 0.3215  
## 3 0.2912 5.562 0.4090  
## 4 0.3096 5.674 0.3678  
## 5 0.3319 5.646 0.3881  
## 6 0.2907 5.549 0.3973  
## coef\_TTD\_weibull\_scale\_SoC HR\_FP\_Exp HR\_PD\_Exp max....0.22 min....0.12  
## 1 6.633 0.7228 0.6747 0.22 0.12  
## 2 6.592 0.7449 0.7415 0.22 0.12  
## 3 6.688 0.6377 0.5860 0.22 0.12  
## 4 6.705 0.6745 0.5788 0.22 0.12  
## 5 6.589 0.8017 0.6369 0.22 0.12  
## 6 6.650 0.6615 0.8986 0.22 0.12  
## mean....P\_OSD\_SoC briggsse......max.....mean...1.96 std.error....briggsse  
## 1 0.17 0.02551 0.02551  
## 2 0.17 0.02551 0.02551  
## 3 0.17 0.02551 0.02551  
## 4 0.17 0.02551 0.02551  
## 5 0.17 0.02551 0.02551  
## 6 0.17 0.02551 0.02551  
## alpha.plus.beta....mean....1...mean...std.error.2....1 alpha.plus.beta  
## 1 215.8 215.8  
## 2 215.8 215.8  
## 3 215.8 215.8  
## 4 215.8 215.8  
## 5 215.8 215.8  
## 6 215.8 215.8  
## alpha....mean...alpha.plus.beta beta....alpha....1...mean..mean alpha beta  
## 1 36.69 179.1 36.69 179.1  
## 2 36.69 179.1 36.69 179.1  
## 3 36.69 179.1 36.69 179.1  
## 4 36.69 179.1 36.69 179.1  
## 5 36.69 179.1 36.69 179.1  
## 6 36.69 179.1 36.69 179.1  
## P\_OSD\_SoC mean.P\_OSD\_SoC. P\_OSD\_SoC\_alpha....alpha P\_OSD\_SoC\_beta....beta  
## 1 0.1590 0.17 36.69 179.1  
## 2 0.1708 0.17 36.69 179.1  
## 3 0.1621 0.17 36.69 179.1  
## 4 0.1675 0.17 36.69 179.1  
## 5 0.1472 0.17 36.69 179.1  
## 6 0.1411 0.17 36.69 179.1  
## max....0.22.1 min....0.12.1 mean....P\_OSD\_Exp  
## 1 0.22 0.12 0.17  
## 2 0.22 0.12 0.17  
## 3 0.22 0.12 0.17  
## 4 0.22 0.12 0.17  
## 5 0.22 0.12 0.17  
## 6 0.22 0.12 0.17  
## briggsse......max.....mean...1.96.1 std.error....briggsse.1  
## 1 0.02551 0.02551  
## 2 0.02551 0.02551  
## 3 0.02551 0.02551  
## 4 0.02551 0.02551  
## 5 0.02551 0.02551  
## 6 0.02551 0.02551  
## alpha.plus.beta....mean....1...mean...std.error.2....1.1 alpha.plus.beta.1  
## 1 215.8 215.8  
## 2 215.8 215.8  
## 3 215.8 215.8  
## 4 215.8 215.8  
## 5 215.8 215.8  
## 6 215.8 215.8  
## alpha....mean...alpha.plus.beta.1 beta....alpha....1...mean..mean.1 alpha.1  
## 1 36.69 179.1 36.69  
## 2 36.69 179.1 36.69  
## 3 36.69 179.1 36.69  
## 4 36.69 179.1 36.69  
## 5 36.69 179.1 36.69  
## 6 36.69 179.1 36.69  
## beta.1 P\_OSD\_Exp mean.P\_OSD\_Exp. P\_OSD\_Exp\_alpha....alpha  
## 1 179.1 0.1426 0.17 36.69  
## 2 179.1 0.1942 0.17 36.69  
## 3 179.1 0.1759 0.17 36.69  
## 4 179.1 0.1746 0.17 36.69  
## 5 179.1 0.1632 0.17 36.69  
## 6 179.1 0.1905 0.17 36.69  
## P\_OSD\_Exp\_beta....beta mean....p\_FA1\_STD Maximum....Maximum\_p\_FA1\_STD Maximum  
## 1 179.1 0.04 0.048 0.048  
## 2 179.1 0.04 0.048 0.048  
## 3 179.1 0.04 0.048 0.048  
## 4 179.1 0.04 0.048 0.048  
## 5 179.1 0.04 0.048 0.048  
## 6 179.1 0.04 0.048 0.048  
## se......Maximum.....mean...2 se std.error....se  
## 1 0.004 0.004 0.004  
## 2 0.004 0.004 0.004  
## 3 0.004 0.004 0.004  
## 4 0.004 0.004 0.004  
## 5 0.004 0.004 0.004  
## 6 0.004 0.004 0.004  
## alpha.plus.beta....mean....1...mean...std.error.2....1.2  
## 1 2399  
## 2 2399  
## 3 2399  
## 4 2399  
## 5 2399  
## 6 2399  
## alpha....mean...alpha.plus.beta.2 beta....alpha....1...mean..mean.2 alpha.2  
## 1 95.96 2303 95.96  
## 2 95.96 2303 95.96  
## 3 95.96 2303 95.96  
## 4 95.96 2303 95.96  
## 5 95.96 2303 95.96  
## 6 95.96 2303 95.96  
## beta.2 p\_FA1\_STD alpha\_p\_FA1\_STD....alpha beta\_p\_FA1\_STD....beta  
## 1 2303 0.03730 95.96 2303  
## 2 2303 0.03743 95.96 2303  
## 3 2303 0.04603 95.96 2303  
## 4 2303 0.03599 95.96 2303  
## 5 2303 0.04560 95.96 2303  
## 6 2303 0.04747 95.96 2303  
## mean....p\_FA2\_STD Maximum....Maximum\_p\_FA2\_STD Maximum.1  
## 1 0.31 0.372 0.372  
## 2 0.31 0.372 0.372  
## 3 0.31 0.372 0.372  
## 4 0.31 0.372 0.372  
## 5 0.31 0.372 0.372  
## 6 0.31 0.372 0.372  
## se......Maximum.....mean...2.1 se.1 std.error....se.1  
## 1 0.031 0.031 0.031  
## 2 0.031 0.031 0.031  
## 3 0.031 0.031 0.031  
## 4 0.031 0.031 0.031  
## 5 0.031 0.031 0.031  
## 6 0.031 0.031 0.031  
## alpha.plus.beta....mean....1...mean...std.error.2....1.3  
## 1 221.6  
## 2 221.6  
## 3 221.6  
## 4 221.6  
## 5 221.6  
## 6 221.6  
## alpha....mean...alpha.plus.beta.3 beta....alpha....1...mean..mean.3 alpha.3  
## 1 68.69 152.9 68.69  
## 2 68.69 152.9 68.69  
## 3 68.69 152.9 68.69  
## 4 68.69 152.9 68.69  
## 5 68.69 152.9 68.69  
## 6 68.69 152.9 68.69  
## beta.3 p\_FA2\_STD alpha\_p\_FA2\_STD....alpha beta\_p\_FA2\_STD....beta  
## 1 152.9 0.3273 68.69 152.9  
## 2 152.9 0.3542 68.69 152.9  
## 3 152.9 0.3877 68.69 152.9  
## 4 152.9 0.3460 68.69 152.9  
## 5 152.9 0.2884 68.69 152.9  
## 6 152.9 0.3610 68.69 152.9  
## mean....p\_FA3\_STD Maximum....Maximum\_p\_FA3\_STD Maximum.2  
## 1 0.31 0.372 0.372  
## 2 0.31 0.372 0.372  
## 3 0.31 0.372 0.372  
## 4 0.31 0.372 0.372  
## 5 0.31 0.372 0.372  
## 6 0.31 0.372 0.372  
## se......Maximum.....mean...2.2 se.2 std.error....se.2  
## 1 0.031 0.031 0.031  
## 2 0.031 0.031 0.031  
## 3 0.031 0.031 0.031  
## 4 0.031 0.031 0.031  
## 5 0.031 0.031 0.031  
## 6 0.031 0.031 0.031  
## alpha.plus.beta....mean....1...mean...std.error.2....1.4  
## 1 221.6  
## 2 221.6  
## 3 221.6  
## 4 221.6  
## 5 221.6  
## 6 221.6  
## alpha....mean...alpha.plus.beta.4 beta....alpha....1...mean..mean.4 alpha.4  
## 1 68.69 152.9 68.69  
## 2 68.69 152.9 68.69  
## 3 68.69 152.9 68.69  
## 4 68.69 152.9 68.69  
## 5 68.69 152.9 68.69  
## 6 68.69 152.9 68.69  
## beta.4 p\_FA3\_STD alpha\_p\_FA3\_STD....alpha beta\_p\_FA3\_STD....beta  
## 1 152.9 0.2878 68.69 152.9  
## 2 152.9 0.3633 68.69 152.9  
## 3 152.9 0.3070 68.69 152.9  
## 4 152.9 0.3490 68.69 152.9  
## 5 152.9 0.2790 68.69 152.9  
## 6 152.9 0.3080 68.69 152.9  
## mean....p\_FA1\_EXPR Maximum....Maximum\_p\_FA1\_EXPR Maximum.3  
## 1 0.07 0.084 0.084  
## 2 0.07 0.084 0.084  
## 3 0.07 0.084 0.084  
## 4 0.07 0.084 0.084  
## 5 0.07 0.084 0.084  
## 6 0.07 0.084 0.084  
## se......Maximum.....mean...2.3 se.3 std.error....se.3  
## 1 0.007 0.007 0.007  
## 2 0.007 0.007 0.007  
## 3 0.007 0.007 0.007  
## 4 0.007 0.007 0.007  
## 5 0.007 0.007 0.007  
## 6 0.007 0.007 0.007  
## alpha.plus.beta....mean....1...mean...std.error.2....1.5  
## 1 1328  
## 2 1328  
## 3 1328  
## 4 1328  
## 5 1328  
## 6 1328  
## alpha....mean...alpha.plus.beta.5 beta....alpha....1...mean..mean.5 alpha.5  
## 1 92.93 1235 92.93  
## 2 92.93 1235 92.93  
## 3 92.93 1235 92.93  
## 4 92.93 1235 92.93  
## 5 92.93 1235 92.93  
## 6 92.93 1235 92.93  
## beta.5 p\_FA1\_EXPR alpha\_p\_FA1\_EXPR....alpha beta\_p\_FA1\_EXPR....beta  
## 1 1235 0.07407 92.93 1235  
## 2 1235 0.06746 92.93 1235  
## 3 1235 0.07592 92.93 1235  
## 4 1235 0.06956 92.93 1235  
## 5 1235 0.06741 92.93 1235  
## 6 1235 0.05318 92.93 1235  
## mean....p\_FA2\_EXPR Maximum....Maximum\_p\_FA2\_EXPR Maximum.4  
## 1 0.11 0.132 0.132  
## 2 0.11 0.132 0.132  
## 3 0.11 0.132 0.132  
## 4 0.11 0.132 0.132  
## 5 0.11 0.132 0.132  
## 6 0.11 0.132 0.132  
## se......Maximum.....mean...2.4 se.4 std.error....se.4  
## 1 0.011 0.011 0.011  
## 2 0.011 0.011 0.011  
## 3 0.011 0.011 0.011  
## 4 0.011 0.011 0.011  
## 5 0.011 0.011 0.011  
## 6 0.011 0.011 0.011  
## alpha.plus.beta....mean....1...mean...std.error.2....1.6  
## 1 808.1  
## 2 808.1  
## 3 808.1  
## 4 808.1  
## 5 808.1  
## 6 808.1  
## alpha....mean...alpha.plus.beta.6 beta....alpha....1...mean..mean.6 alpha.6  
## 1 88.89 719.2 88.89  
## 2 88.89 719.2 88.89  
## 3 88.89 719.2 88.89  
## 4 88.89 719.2 88.89  
## 5 88.89 719.2 88.89  
## 6 88.89 719.2 88.89  
## beta.6 p\_FA2\_EXPR alpha\_p\_FA2\_EXPR....alpha beta\_p\_FA2\_EXPR....beta  
## 1 719.2 0.11395 88.89 719.2  
## 2 719.2 0.11087 88.89 719.2  
## 3 719.2 0.09936 88.89 719.2  
## 4 719.2 0.11393 88.89 719.2  
## 5 719.2 0.10623 88.89 719.2  
## 6 719.2 0.10671 88.89 719.2  
## mean....p\_FA3\_EXPR Maximum....Maximum\_p\_FA3\_EXPR Maximum.5  
## 1 0.07 0.084 0.084  
## 2 0.07 0.084 0.084  
## 3 0.07 0.084 0.084  
## 4 0.07 0.084 0.084  
## 5 0.07 0.084 0.084  
## 6 0.07 0.084 0.084  
## se......Maximum.....mean...2.5 se.5 std.error....se.5  
## 1 0.007 0.007 0.007  
## 2 0.007 0.007 0.007  
## 3 0.007 0.007 0.007  
## 4 0.007 0.007 0.007  
## 5 0.007 0.007 0.007  
## 6 0.007 0.007 0.007  
## alpha.plus.beta....mean....1...mean...std.error.2....1.7  
## 1 1328  
## 2 1328  
## 3 1328  
## 4 1328  
## 5 1328  
## 6 1328  
## alpha....mean...alpha.plus.beta.7 beta....alpha....1...mean..mean.7 alpha.7  
## 1 92.93 1235 92.93  
## 2 92.93 1235 92.93  
## 3 92.93 1235 92.93  
## 4 92.93 1235 92.93  
## 5 92.93 1235 92.93  
## 6 92.93 1235 92.93  
## beta.7 p\_FA3\_EXPR alpha\_p\_FA3\_EXPR....alpha beta\_p\_FA3\_EXPR....beta  
## 1 1235 0.07432 92.93 1235  
## 2 1235 0.07070 92.93 1235  
## 3 1235 0.06528 92.93 1235  
## 4 1235 0.06713 92.93 1235  
## 5 1235 0.05440 92.93 1235  
## 6 1235 0.07169 92.93 1235  
## Maximum....Maximum\_administration\_cost Mean....administration\_cost  
## 1 438 365  
## 2 438 365  
## 3 438 365  
## 4 438 365  
## 5 438 365  
## 6 438 365  
## se......Maximum.....Mean...2 se.6 mean....Mean mean mn.cIntervention....mean  
## 1 36.5 36.5 365 365 365  
## 2 36.5 36.5 365 365 365  
## 3 36.5 36.5 365 365 365  
## 4 36.5 36.5 365 365 365  
## 5 36.5 36.5 365 365 365  
## 6 36.5 36.5 365 365 365  
## se.cIntervention....se  
## 1 36.5  
## 2 36.5  
## 3 36.5  
## 4 36.5  
## 5 36.5  
## 6 36.5  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention a.cIntervention  
## 1 3.65 100  
## 2 3.65 100  
## 3 3.65 100  
## 4 3.65 100  
## 5 3.65 100  
## 6 3.65 100  
## b.cIntervention administration\_cost  
## 1 3.65 323.7  
## 2 3.65 400.6  
## 3 3.65 346.8  
## 4 3.65 370.2  
## 5 3.65 360.3  
## 6 3.65 322.9  
## a.cIntervention\_administration\_cost....a.cIntervention  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention\_administration\_cost....b.cIntervention  
## 1 3.65  
## 2 3.65  
## 3 3.65  
## 4 3.65  
## 5 3.65  
## 6 3.65  
## Maximum....Maximum\_c\_PFS\_Folfox Mean....c\_PFS\_Folfox  
## 1 369.4 307.8  
## 2 369.4 307.8  
## 3 369.4 307.8  
## 4 369.4 307.8  
## 5 369.4 307.8  
## 6 369.4 307.8  
## se......Maximum.....Mean...2.1 se.7 mean....Mean.1 mean.1  
## 1 30.78 30.78 307.8 307.8  
## 2 30.78 30.78 307.8 307.8  
## 3 30.78 30.78 307.8 307.8  
## 4 30.78 30.78 307.8 307.8  
## 5 30.78 30.78 307.8 307.8  
## 6 30.78 30.78 307.8 307.8  
## mn.cIntervention....mean.1 se.cIntervention....se.1  
## 1 307.8 30.78  
## 2 307.8 30.78  
## 3 307.8 30.78  
## 4 307.8 30.78  
## 5 307.8 30.78  
## 6 307.8 30.78  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.1  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.1 a.cIntervention.1  
## 1 3.078 100  
## 2 3.078 100  
## 3 3.078 100  
## 4 3.078 100  
## 5 3.078 100  
## 6 3.078 100  
## b.cIntervention.1 c\_PFS\_Folfox  
## 1 3.078 345.8  
## 2 3.078 338.2  
## 3 3.078 273.3  
## 4 3.078 290.8  
## 5 3.078 308.7  
## 6 3.078 236.0  
## a.cIntervention\_c\_PFS\_Folfox....a.cIntervention  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention\_c\_PFS\_Folfox....b.cIntervention  
## 1 3.078  
## 2 3.078  
## 3 3.078  
## 4 3.078  
## 5 3.078  
## 6 3.078  
## Maximum....Maximum\_c\_PFS\_Bevacizumab Mean....c\_PFS\_Bevacizumab  
## 1 3096 2580  
## 2 3096 2580  
## 3 3096 2580  
## 4 3096 2580  
## 5 3096 2580  
## 6 3096 2580  
## se......Maximum.....Mean...2.2 se.8 mean....Mean.2 mean.2  
## 1 258 258 2580 2580  
## 2 258 258 2580 2580  
## 3 258 258 2580 2580  
## 4 258 258 2580 2580  
## 5 258 258 2580 2580  
## 6 258 258 2580 2580  
## mn.cIntervention....mean.2 se.cIntervention....se.2  
## 1 2580 258  
## 2 2580 258  
## 3 2580 258  
## 4 2580 258  
## 5 2580 258  
## 6 2580 258  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.2  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.2 a.cIntervention.2  
## 1 25.8 100  
## 2 25.8 100  
## 3 25.8 100  
## 4 25.8 100  
## 5 25.8 100  
## 6 25.8 100  
## b.cIntervention.2 c\_PFS\_Bevacizumab  
## 1 25.8 2570  
## 2 25.8 2166  
## 3 25.8 2533  
## 4 25.8 2578  
## 5 25.8 2711  
## 6 25.8 2686  
## a.cIntervention\_c\_PFS\_Bevacizumab....a.cIntervention  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention\_c\_PFS\_Bevacizumab....b.cIntervention  
## 1 25.8  
## 2 25.8  
## 3 25.8  
## 4 25.8  
## 5 25.8  
## 6 25.8  
## Maximum....Maximum\_c\_OS\_Folfiri Mean....c\_OS\_Folfiri  
## 1 391.2 326  
## 2 391.2 326  
## 3 391.2 326  
## 4 391.2 326  
## 5 391.2 326  
## 6 391.2 326  
## se......Maximum.....Mean...2.3 se.9 mean....Mean.3 mean.3  
## 1 32.6 32.6 326 326  
## 2 32.6 32.6 326 326  
## 3 32.6 32.6 326 326  
## 4 32.6 32.6 326 326  
## 5 32.6 32.6 326 326  
## 6 32.6 32.6 326 326  
## mn.cIntervention....mean.3 se.cIntervention....se.3  
## 1 326 32.6  
## 2 326 32.6  
## 3 326 32.6  
## 4 326 32.6  
## 5 326 32.6  
## 6 326 32.6  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.3  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.3 a.cIntervention.3  
## 1 3.26 100  
## 2 3.26 100  
## 3 3.26 100  
## 4 3.26 100  
## 5 3.26 100  
## 6 3.26 100  
## b.cIntervention.3 c\_OS\_Folfiri  
## 1 3.26 306.9  
## 2 3.26 260.8  
## 3 3.26 361.6  
## 4 3.26 365.3  
## 5 3.26 319.6  
## 6 3.26 264.3  
## a.cIntervention\_c\_OS\_Folfiri....a.cIntervention  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention\_c\_OS\_Folfiri....b.cIntervention c\_D Maximum....Maximum\_c\_AE1  
## 1 3.26 0 3403  
## 2 3.26 0 3403  
## 3 3.26 0 3403  
## 4 3.26 0 3403  
## 5 3.26 0 3403  
## 6 3.26 0 3403  
## Mean....c\_AE1 se......Maximum.....Mean...2.4 se.10 mean....Mean.4 mean.4  
## 1 2836 283.6 283.6 2836 2836  
## 2 2836 283.6 283.6 2836 2836  
## 3 2836 283.6 283.6 2836 2836  
## 4 2836 283.6 283.6 2836 2836  
## 5 2836 283.6 283.6 2836 2836  
## 6 2836 283.6 283.6 2836 2836  
## mn.cIntervention....mean.4 se.cIntervention....se.4  
## 1 2836 283.6  
## 2 2836 283.6  
## 3 2836 283.6  
## 4 2836 283.6  
## 5 2836 283.6  
## 6 2836 283.6  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.4  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.4 a.cIntervention.4  
## 1 28.36 100  
## 2 28.36 100  
## 3 28.36 100  
## 4 28.36 100  
## 5 28.36 100  
## 6 28.36 100  
## b.cIntervention.4 c\_AE1 a.cIntervention\_c\_AE1....a.cIntervention  
## 1 28.36 2786 100  
## 2 28.36 3244 100  
## 3 28.36 2828 100  
## 4 28.36 2492 100  
## 5 28.36 2371 100  
## 6 28.36 2744 100  
## b.cIntervention\_c\_AE1....b.cIntervention Maximum....Maximum\_c\_AE2  
## 1 28.36 1751  
## 2 28.36 1751  
## 3 28.36 1751  
## 4 28.36 1751  
## 5 28.36 1751  
## 6 28.36 1751  
## Mean....c\_AE2 se......Maximum.....Mean...2.5 se.11 mean....Mean.5 mean.5  
## 1 1459 145.9 145.9 1459 1459  
## 2 1459 145.9 145.9 1459 1459  
## 3 1459 145.9 145.9 1459 1459  
## 4 1459 145.9 145.9 1459 1459  
## 5 1459 145.9 145.9 1459 1459  
## 6 1459 145.9 145.9 1459 1459  
## mn.cIntervention....mean.5 se.cIntervention....se.5  
## 1 1459 145.9  
## 2 1459 145.9  
## 3 1459 145.9  
## 4 1459 145.9  
## 5 1459 145.9  
## 6 1459 145.9  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.5  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.5 a.cIntervention.5  
## 1 14.59 100  
## 2 14.59 100  
## 3 14.59 100  
## 4 14.59 100  
## 5 14.59 100  
## 6 14.59 100  
## b.cIntervention.5 c\_AE2 a.cIntervention\_c\_AE2....a.cIntervention  
## 1 14.59 1455 100  
## 2 14.59 1716 100  
## 3 14.59 1609 100  
## 4 14.59 1288 100  
## 5 14.59 1665 100  
## 6 14.59 1483 100  
## b.cIntervention\_c\_AE2....b.cIntervention Maximum....Maximum\_c\_AE3  
## 1 14.59 490.8  
## 2 14.59 490.8  
## 3 14.59 490.8  
## 4 14.59 490.8  
## 5 14.59 490.8  
## 6 14.59 490.8  
## Mean....c\_AE3 se......Maximum.....Mean...2.6 se.12 mean....Mean.6 mean.6  
## 1 409 40.9 40.9 409 409  
## 2 409 40.9 40.9 409 409  
## 3 409 40.9 40.9 409 409  
## 4 409 40.9 40.9 409 409  
## 5 409 40.9 40.9 409 409  
## 6 409 40.9 40.9 409 409  
## mn.cIntervention....mean.6 se.cIntervention....se.6  
## 1 409 40.9  
## 2 409 40.9  
## 3 409 40.9  
## 4 409 40.9  
## 5 409 40.9  
## 6 409 40.9  
## a.cIntervention.....mn.cIntervention.se.cIntervention..2.6  
## 1 100  
## 2 100  
## 3 100  
## 4 100  
## 5 100  
## 6 100  
## b.cIntervention.....se.cIntervention.2..mn.cIntervention.6 a.cIntervention.6  
## 1 4.09 100  
## 2 4.09 100  
## 3 4.09 100  
## 4 4.09 100  
## 5 4.09 100  
## 6 4.09 100  
## b.cIntervention.6 c\_AE3 a.cIntervention\_c\_AE3....a.cIntervention  
## 1 4.09 375.9 100  
## 2 4.09 432.0 100  
## 3 4.09 329.0 100  
## 4 4.09 429.5 100  
## 5 4.09 380.2 100  
## 6 4.09 381.5 100  
## b.cIntervention\_c\_AE3....b.cIntervention max....1 min....0.68 mean....u\_F  
## 1 4.09 1 0.68 0.85  
## 2 4.09 1 0.68 0.85  
## 3 4.09 1 0.68 0.85  
## 4 4.09 1 0.68 0.85  
## 5 4.09 1 0.68 0.85  
## 6 4.09 1 0.68 0.85  
## altbriggsse.....max...min...2...1.96. std.error....altbriggsse  
## 1 0.08163 0.08163  
## 2 0.08163 0.08163  
## 3 0.08163 0.08163  
## 4 0.08163 0.08163  
## 5 0.08163 0.08163  
## 6 0.08163 0.08163  
## alpha.plus.beta....mean....1...mean...std.error.2....1.8 alpha.plus.beta.2  
## 1 18.13 18.13  
## 2 18.13 18.13  
## 3 18.13 18.13  
## 4 18.13 18.13  
## 5 18.13 18.13  
## 6 18.13 18.13  
## alpha....mean...alpha.plus.beta.8 beta....alpha....1...mean..mean.8 alpha.8  
## 1 15.41 2.72 15.41  
## 2 15.41 2.72 15.41  
## 3 15.41 2.72 15.41  
## 4 15.41 2.72 15.41  
## 5 15.41 2.72 15.41  
## 6 15.41 2.72 15.41  
## beta.8 u\_F mean.u\_F. u\_F\_alpha....alpha u\_F\_beta....beta max....0.78  
## 1 2.72 0.8669 0.85 15.41 2.72 0.78  
## 2 2.72 0.9104 0.85 15.41 2.72 0.78  
## 3 2.72 0.7911 0.85 15.41 2.72 0.78  
## 4 2.72 0.7779 0.85 15.41 2.72 0.78  
## 5 2.72 0.9294 0.85 15.41 2.72 0.78  
## 6 2.72 0.8624 0.85 15.41 2.72 0.78  
## min....0.52 mean....u\_P briggsse......max.....mean...1.96.2  
## 1 0.52 0.65 0.06633  
## 2 0.52 0.65 0.06633  
## 3 0.52 0.65 0.06633  
## 4 0.52 0.65 0.06633  
## 5 0.52 0.65 0.06633  
## 6 0.52 0.65 0.06633  
## std.error....briggsse.2  
## 1 0.06633  
## 2 0.06633  
## 3 0.06633  
## 4 0.06633  
## 5 0.06633  
## 6 0.06633  
## alpha.plus.beta....mean....1...mean...std.error.2....1.9 alpha.plus.beta.3  
## 1 50.71 50.71  
## 2 50.71 50.71  
## 3 50.71 50.71  
## 4 50.71 50.71  
## 5 50.71 50.71  
## 6 50.71 50.71  
## alpha....mean...alpha.plus.beta.9 beta....alpha....1...mean..mean.9 alpha.9  
## 1 32.96 17.75 32.96  
## 2 32.96 17.75 32.96  
## 3 32.96 17.75 32.96  
## 4 32.96 17.75 32.96  
## 5 32.96 17.75 32.96  
## 6 32.96 17.75 32.96  
## beta.9 u\_P mean.u\_P. u\_P\_alpha....alpha u\_P\_beta....beta u\_D  
## 1 17.75 0.6770 0.65 32.96 17.75 0  
## 2 17.75 0.7057 0.65 32.96 17.75 0  
## 3 17.75 0.6445 0.65 32.96 17.75 0  
## 4 17.75 0.7649 0.65 32.96 17.75 0  
## 5 17.75 0.7018 0.65 32.96 17.75 0  
## 6 17.75 0.6397 0.65 32.96 17.75 0  
## mean....AE1\_DisUtil Maximum....Maximum\_AE1\_DisUtil Maximum.6  
## 1 0.45 0.54 0.54  
## 2 0.45 0.54 0.54  
## 3 0.45 0.54 0.54  
## 4 0.45 0.54 0.54  
## 5 0.45 0.54 0.54  
## 6 0.45 0.54 0.54  
## se......Maximum.....mean...2.6 se.13 std.error....se.6  
## 1 0.045 0.045 0.045  
## 2 0.045 0.045 0.045  
## 3 0.045 0.045 0.045  
## 4 0.045 0.045 0.045  
## 5 0.045 0.045 0.045  
## 6 0.045 0.045 0.045  
## alpha.plus.beta....mean....1...mean...std.error.2....1.10  
## 1 121.2  
## 2 121.2  
## 3 121.2  
## 4 121.2  
## 5 121.2  
## 6 121.2  
## alpha....mean...alpha.plus.beta.10 beta....alpha....1...mean..mean.10  
## 1 54.55 66.67  
## 2 54.55 66.67  
## 3 54.55 66.67  
## 4 54.55 66.67  
## 5 54.55 66.67  
## 6 54.55 66.67  
## alpha.10 beta.10 AE1\_DisUtil alpha\_u\_AE1....alpha beta\_u\_AE1....beta  
## 1 54.55 66.67 0.3976 54.55 66.67  
## 2 54.55 66.67 0.4539 54.55 66.67  
## 3 54.55 66.67 0.4483 54.55 66.67  
## 4 54.55 66.67 0.4742 54.55 66.67  
## 5 54.55 66.67 0.3977 54.55 66.67  
## 6 54.55 66.67 0.5031 54.55 66.67  
## mean....AE2\_DisUtil Maximum....Maximum\_AE2\_DisUtil Maximum.7  
## 1 0.19 0.228 0.228  
## 2 0.19 0.228 0.228  
## 3 0.19 0.228 0.228  
## 4 0.19 0.228 0.228  
## 5 0.19 0.228 0.228  
## 6 0.19 0.228 0.228  
## se......Maximum.....mean...2.7 se.14 std.error....se.7  
## 1 0.019 0.019 0.019  
## 2 0.019 0.019 0.019  
## 3 0.019 0.019 0.019  
## 4 0.019 0.019 0.019  
## 5 0.019 0.019 0.019  
## 6 0.019 0.019 0.019  
## alpha.plus.beta....mean....1...mean...std.error.2....1.11  
## 1 425.3  
## 2 425.3  
## 3 425.3  
## 4 425.3  
## 5 425.3  
## 6 425.3  
## alpha....mean...alpha.plus.beta.11 beta....alpha....1...mean..mean.11  
## 1 80.81 344.5  
## 2 80.81 344.5  
## 3 80.81 344.5  
## 4 80.81 344.5  
## 5 80.81 344.5  
## 6 80.81 344.5  
## alpha.11 beta.11 AE2\_DisUtil alpha\_u\_AE2....alpha beta\_u\_AE2....beta  
## 1 80.81 344.5 0.2194 80.81 344.5  
## 2 80.81 344.5 0.2090 80.81 344.5  
## 3 80.81 344.5 0.1865 80.81 344.5  
## 4 80.81 344.5 0.1809 80.81 344.5  
## 5 80.81 344.5 0.1911 80.81 344.5  
## 6 80.81 344.5 0.2070 80.81 344.5  
## mean....AE3\_DisUtil Maximum....Maximum\_AE3\_DisUtil Maximum.8  
## 1 0.36 0.432 0.432  
## 2 0.36 0.432 0.432  
## 3 0.36 0.432 0.432  
## 4 0.36 0.432 0.432  
## 5 0.36 0.432 0.432  
## 6 0.36 0.432 0.432  
## se......Maximum.....mean...2.8 se.15 std.error....se.8  
## 1 0.036 0.036 0.036  
## 2 0.036 0.036 0.036  
## 3 0.036 0.036 0.036  
## 4 0.036 0.036 0.036  
## 5 0.036 0.036 0.036  
## 6 0.036 0.036 0.036  
## alpha.plus.beta....mean....1...mean...std.error.2....1.12  
## 1 176.8  
## 2 176.8  
## 3 176.8  
## 4 176.8  
## 5 176.8  
## 6 176.8  
## alpha....mean...alpha.plus.beta.12 beta....alpha....1...mean..mean.12  
## 1 63.64 113.1  
## 2 63.64 113.1  
## 3 63.64 113.1  
## 4 63.64 113.1  
## 5 63.64 113.1  
## 6 63.64 113.1  
## alpha.12 beta.12 AE3\_DisUtil alpha\_u\_AE3....alpha beta\_u\_AE3....beta  
## 1 63.64 113.1 0.4002 63.64 113.1  
## 2 63.64 113.1 0.3636 63.64 113.1  
## 3 63.64 113.1 0.3401 63.64 113.1  
## 4 63.64 113.1 0.3618 63.64 113.1  
## 5 63.64 113.1 0.3304 63.64 113.1  
## 6 63.64 113.1 0.4056 63.64 113.1  
## d\_c d\_e n\_cycle t\_cycle  
## 1 0.00020978 0.00008106 143 14  
## 2 0.00008086 0.00012278 143 14  
## 3 0.00015620 0.00005348 143 14  
## 4 0.00009401 0.00014531 143 14  
## 5 0.00005925 0.00010241 143 14  
## 6 0.00008537 0.00002045 143 14

# It's a dataframe made up of the 10,000 values I asked be made at the start of this code chunk.  
  
# If I wanted to save the dataframe, I would do this as follows:  
  
#save(df\_PA\_input, file = "df\_PA\_input.rda")  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
# Histogram of parameters  
  
  
# I believe they make a histogram of parameters to show the distribution of parameters, and thus indicate which distribution they should be using in their sensitivity analysis. Just like slide 18 of C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\A212ProbabilisticDistributions-210604-154.pdf which is also a HISTOGRAM OF RANDOM DRAWS FOR RELATIVE RISK and the related notes in C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\notes.txt from [SLIDE 18] onward.  
  
# i.e., "And that's exactly what Andrews done here showing the histogram of random draws from the relative risk parameter, and you see that, in fact, in this case, with quite a lot of information [I guess the nine trials with a total of 2,541 patients pooled], we wouldn't have been that far off if we'd assumed a normally distributed relative risk [i.e. our distribution looks very similar to a normal distribution]. But you can probably detect a very slight skew to that distribution, which reveals it actually as a log normally distributed relative risk."  
  
  
ggplot(melt(df\_PA\_input, variable.name = "Parameter"), aes(x = value)) +  
 facet\_wrap(~Parameter, scales = "free") +  
 geom\_histogram(aes(y = ..density..)) +  
 theme\_bw(base\_size = 16) +   
 theme(axis.text = element\_text(size=8))
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I need to fix the “# Histogram of parameters” section above, the below gives advice on doing this:

<https://stackoverflow.com/questions/68416435/rcpp-package-doesnt-include-rcpp-precious-remove>

<https://www.mail-archive.com/rcpp-devel@lists.r-forge.r-project.org/msg10226.html>

<https://statisticsglobe.com/warning-cannot-remove-prior-installation-in-r>

The above approach worked, I manually deleted the package, installed darthtools from github, chose option 4, i.e. replace rccp and then I was done.

## 09.1 Conduct probabilistic sensitivity analysis

To propagate uncertainty throughout the model, we assigned distributions to any parameters not estimated with certainty. We consider whether values within a plausible range for input variables alter the conclusions of cost-effectiveness drawn from the original analysis.

To evaluate the robustness of the model, we apply deterministic methods (point estimates with an appropriate range) and probabilistic methods (parameterized distributions) to conduct a sensitivity analysis of our results. C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf

# Running the probabilistic analysis :  
  
# First we need to create data.frames to store the output from the PSA:  
  
df\_c <- df\_e <- data.frame(  
 SoC = rep(NA, n\_runs),  
 Exp = rep(NA, n\_runs)  
)  
  
# As you'll see, first we make blank (repeat NA for the number of runs of the simulationn\_runs) data.frames for costs (df\_c) and effectiveness (df\_e) for SoC and the experimental treatment:  
  
head(df\_c)

## SoC Exp  
## 1 NA NA  
## 2 NA NA  
## 3 NA NA  
## 4 NA NA  
## 5 NA NA  
## 6 NA NA

# > head(df\_c)  
# SoC Exp  
# 1 NA NA  
# 2 NA NA  
# 3 NA NA  
# 4 NA NA  
# 5 NA NA  
# 6 NA NA  
  
head(df\_e)

## SoC Exp  
## 1 NA NA  
## 2 NA NA  
## 3 NA NA  
## 4 NA NA  
## 5 NA NA  
## 6 NA NA

# > head(df\_e)  
# SoC Exp  
# 1 NA NA  
# 2 NA NA  
# 3 NA NA  
# 4 NA NA  
# 5 NA NA  
# 6 NA NA  
  
# We run the Markov model for each set of parameter values from the PSA input dataset (a set of parameters here is the row of parameter values in the PSA data.frame from whatever run number of the nruns in the PSA dataset we are on, i.e. if we were doing this for run number 10 out of 10,000, we would be on row 10 in the data.frame (as each row refers to a run) and we would use all the values for costs and effect that appear in this row when running the Markov model. So, we would be using all the random draws for that PSA run in the Markov model).  
  
# - I read a note indicating that this loop can be run in parallel to decrease the runtime, something to consider in the future if it takes a very long time...  
  
for(i\_run in 1:n\_runs){  
  
 # Evaluate the model and store the outcomes  
 l\_out\_temp <- oncologySemiMarkov(l\_params\_all = df\_PA\_input[i\_run, ], n\_wtp = 45000)  
# The above is basically saying, apply the oncologySemiMarkov\_function, where l\_params\_all in the function (i.e. the list of parameters the function is to be applied to) is equal to the parameters from the PSA data.frame for the run we are in, and the willingness to pay threshold is 45,000.  
 df\_c[i\_run, ] <- l\_out\_temp$Cost  
 df\_e[i\_run, ] <- l\_out\_temp$Effect  
# The above says, for the costs and effectiveness data.frames, store the value of costs and effects for each run that we are on in a row that reflects that run (remembering that [ROW,COLUMN], we are putting each cost and effect in a row that relates to the number of the run we are on, so if we are on run 1, i\_run = 1 and we store the costs and effects for that run 1 in row 1. Remembering that our oncologySemiMarkov makes the "Cost" and "Effect" parameters at the end of the function, after applying the Markov cost-effectiveness model to all our input data for the cost-effectiveness model (so, things like, cost, utility and probability), so we are just pulling the ouputted Cost and Effect values calculated from a Markov cost-effectiveness model applied to our input data after the input data has been randomly drawn from a PSA (per the PSA input dataframe)).   
  
   
 # While we're doing this, we might like to display the progress of the simulation:  
 if(i\_run/(n\_runs/10) == round(i\_run/(n\_runs/10), 0)) { # We've chosen to display progress every 10%  
 cat('\r', paste(i\_run/n\_runs \* 100, "% done", sep = " "))  
 }  
}

## 10 % done 20 % done 30 % done 40 % done 50 % done 60 % done 70 % done 80 % done 90 % done 100 % done

## 09.2 Create PSA object for dampack

# Dampack has a number of functions to summarise and visualise the results of a probabilistic sensitivity analysis. However, the data needs to be in a specific structure before we can use those functions.   
  
# The 'dampack' package contains multiple useful functions that summarize and visualize the results of a  
# probabilitic analysis. To use those functions, the data has to be in a particular structure.  
l\_PA <- make\_psa\_obj(cost = df\_c,   
 effectiveness = df\_e,   
 parameters = df\_PA\_input,   
 strategies = c("SoC", "Exp"))  
  
# So, basically we make a psa object for Dampack where df\_c is the dataframe of costs from the Markov model being applied to the PSA data, and df\_e is the data.frame of effectiveness from the Markov model being applied to the PSA dataset, the parameters that are included are those from the PSA analysis, which we fed into df\_PA\_input above (df\_PA\_input<-) and the two strategies are SoC and Exp.

## 09.2.1 Save PSA objects

# If we wanted to save the PSA objects once they have been created above, we could do this as follows (v\_names\_strats is just another way of including the strategies part from above):  
# save(df\_PA\_input, df\_c, df\_e, v\_names\_strats, n\_str, l\_PA,  
# file = "markov\_3state\_PSA\_dataset.RData")

## 09.3.1 Conduct CEA with probabilistic output

In the PSA we computed model outcomes (total discounted costs and QALYs) for the experimental strategy and standard of care for each sampled set of parameter values. Results were remarkably similar to the deterministic analysis, per the probabilistic league table below [or else I could say, eith ICER of X, incremental costs of Y and incremental effectiveness of Y, i.e. describe the league table, but describe it in words, i.e., a mean incremental cost of xx,xxx (95% CI xx,xxx - xx,xxx) with a mean incremental benefit of x.xx QALYs (95% CI x.xx - x.xx), resulted in a mean ICER of xxx,xxx per QALY (95% CI xxx,xxx - xxx,xxx).], demonstrating the robustness of the model.

The values estimated using means from the PSA (costs, QALYs and ICER) reflect those estimated in the deterministic analysis.

:

# First we take the mean outcome estimates, that is, we summarise the expected costs and effects for each strategy from the PSA:  
(df\_out\_ce\_PA <- summary(l\_PA))

## Strategy meanCost meanEffect  
## 1 SoC 24778 0.3372  
## 2 Exp 78992 0.6493

# Calculate incremental cost-effectiveness ratios (ICERs)  
  
# Then we calculate the ICERs from this df\_out\_ce\_PA (summary must be a dampack function doing things under the hood to create a selectable ($) meanCost, meanEffect and Strategy parameter in df\_out\_ce\_PA):  
(df\_cea\_PA <- calculate\_icers(cost = df\_out\_ce\_PA$meanCost,   
 effect = df\_out\_ce\_PA$meanEffect,  
 strategies = df\_out\_ce\_PA$Strategy))

## Strategy Cost Effect Inc\_Cost Inc\_Effect ICER Status  
## 1 SoC 24778 0.3372 NA NA NA ND  
## 2 Exp 78992 0.6493 54214 0.3121 173707 ND

# We can view the ICER results from the PSA here:  
df\_cea\_PA

## Strategy Cost Effect Inc\_Cost Inc\_Effect ICER Status  
## 1 SoC 24778 0.3372 NA NA NA ND  
## 2 Exp 78992 0.6493 54214 0.3121 173707 ND

# If we wanted to save the CEA (or leauge) table with ICERs, we would do this as follows:  
# As .RData  
# save(df\_cea\_pa,   
# file = "markov\_3state\_probabilistic\_CEA\_results.RData")  
# As .csv  
# write.csv(df\_cea\_pa,   
# file = "markov\_3state\_probabilistic\_CEA\_results.csv")  
  
  
## CEA table in proper format ---- per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\analysis\cSTM\_time\_dep\_simulation.r  
table\_cea\_PA <- format\_table\_cea(df\_cea\_PA) # Function included in "R/Functions.R"; depends on the `scales` package  
table\_cea\_PA

## Strategy Costs ($) QALYs Incremental Costs ($) Incremental QALYs  
## 1 SoC 24,778 0.34 <NA> NA  
## 2 Exp 78,992 0.65 54,214 0.31  
## ICER ($/QALY) Status  
## 1 <NA> ND  
## 2 173,707 ND

## 09.3.2 Cost-Effectiveness Scatter plot

This indicates that what I am displaying here is not the cost-effectiveness plane, but a cost-effectiveness scatter plot: <https://yhec.co.uk/glossary/cost-effectiveness-plane/>

Devin does the traditional cost-effectiveness plane (but DARTH may also offer this in Dampack, and I should dig in there first if I want to draw a more traditional cost-effectiveness plane) <https://hesim-dev.github.io/hesim/articles/cea.html>

Figure 3 here shows the same scatterplt as I make, but parts of it cross the axis, I suspect that my scatterplot would cross the axis if necessary and thus reflect the above planes: Cost-effectiveness of capecitabine and bevacizumab maintenance treatment after first-line induction treatment in metastatic colorectal cancer sci-hub.ru/10.1016/j.ejca.2017.01.019 Actually. That would never happen. The axis needs an origin point. Typically ,the origin point is the SoC’s cost and effect, than we can say, look, does Exp fall below this cost (so our points for cost are lower on the graph, below the origin point) or above (so our costs are above this point on the graph, higher up above the origin point) and how does are utility look, higher than the SoC, so further to the right where effectiveness is the numberline along the bottom on the x-axis, or worse than SoC, so to the left of the SoC origin point, so a lower utility as we get further down the numberline and away from the SoC origin point for utility. It’s easiest to understand this while looking at Figure 3 below, where C is the origin point, because it A) reflects what I am saying above, and B) Shows that even the SoC maybe can be made of random draws too (although I’m not super sure on that, because if that value keeps changing then the comparative value of the ExP would be different always, so probably we need to still take the SoC value for the origin point we started with from the deterministic CEA so that we have something to compare our probabilistic ExP values to, but then we show the variability in SoC values around this from the PSA draws for SoC). Realistically, it’s probably best to produce a scatterplot as provided by dampack, and if a reviewer then wants the cost-effectiveness plane, to look into how this can be done in dampack.

This is supported by Figure 3 of: Probabilistic Analysis of Cost-Effectiveness Models: Choosing between Treatment Strategies for Gastroesophageal Reflux Disease Andrew H. Briggs, DPhil, Ron Goeree, MA, Gord Blackhouse, MBA, Bernie J. O’Brien, PhD med.mcgill.ca/epidemiology/courses/EPIB654/Summer2010/EF/example%20PPI.pdf

The cost-effectiveness plane illustrates the distribution of costs and effects for SoC and Exp.

Incremental costs and QALYs with their respective ICERs.

These values are illustrated in a cost-effectiveness plane of incremental costs in the y axis and incremental QALYs in the x axis.

We randomly sampled from each specified parameter distribution in the probabilistic analysis, calculating the expected costs and effects of that combination of parameter values. This reflects a single replication of model results, in total, 10,000 replications were completed to determine the possible distribution of the resulting ICERs for both SoC and the experimental treatment. In Figure X we plot the results of this probabilistic sensitivity analysis for these 10,000 replications from the model.

In Figure X we plot a probabilistic sensitivity analysis for 10,000 samples.

[**Legend Underneath:** Fig. X. Probabilistic Sensitivity Analysis (n = 10,000). Each dot represents an incremental cost-effectiveness ratio, ellipse represent the 95% confidence incidence.]

Well explained here: *An Introductory Tutorial on Cohort State-Transition Models in R Using a Cost-Effectiveness Analysis Example* [*https://arxiv.org/pdf/2001.07824.pdf*](https://arxiv.org/pdf/2001.07824.pdf)

3.2. Cost-effectiveness analysis The cost-effectiveness outcomes obtained from the DT-STM and the DES model are presented in the incremental cost-effectiveness planes of Fig. 4. The incremental effectiveness estimates, including their 95% confidence intervals (CI), for CAP-B maintenance therapy compared to the observation strategy are 0.21 (CI: 0.015; 0.430) and 0.18 (CI: 0.006; 0.374) QALYs, and the incremental costs are €35,536 (CI: 19,945; 54,629) and €30,053, (CI: 17,047; 46,132) for the DT-STM and DES model, respectively. The mean ICERs are €172,443 and €168,383 per QALY gained for the DT-STM and DES model, respectively. The PSA for both models only demonstrated a small difference in the amount of uncertainty surrounding the mean ICER point-estimates (Fig. 4). This is illustrated by the magnitude of the 95%-confidence ellipses surrounding these estimates, being slightly smaller for the DES model. However, as both mean ICER point-estimates and corresponding confidence ellipses are located rather similarly compared to the willingness- to-pay (WTP) threshold, the CEACs for both models are similar (Fig. 5). per: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Matching the model with the evidence Koen

Also see here for write up:

Sharp, L., Tilson, L., Whyte, S., O’Ceilleachair, A., Walsh, C., Usher, C., … & Comber, H. (2012). Cost-effectiveness of population-based screening for colorectal cancer: a comparison of guaiac-based faecal occult blood testing, faecal immunochemical testing and flexible sigmoidoscopy. British journal of cancer, 106(5), 805-816. <https://www.nature.com/articles/bjc2011580.pdf>

# Incremental cost-effectiveness plane  
plot(l\_PA)
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#plot(l\_PA, xlim = c(9.5, 22.5))  
# In the DARTH package R code they use the additional bits above, I can see how they look in my own model, and if I'd like to use them.

## 09.4.2 Cost-effectiveness acceptability curves (CEACs) and frontier (CEAF)

Cost-effectiveness acceptability curves describe the probability of cost-effectiveness (i.e. that the ICER is below the WTP value) for each treatment option.

We calculated the probability the novel strategy would be cost-effective under several willingness to pay thresholds and illustrated this with a cost-effectiveness acceptability curve.

We derived cost-effectiveness acceptability curves (CEACs) from the probabilistic sensitivity analysis. The results are shown in CEACs in Figure X. This describes the probability that the addition of Bevacizumab was cost-effective across increasing willingness-to-pay (WTP) values. Results demonstrate a 100% probability that this strategy was more cost-effective when the threshold was X, and a xx.xx% probability of cost-effectiveness when the threshold was Y. These results indicate that base case analysis produces robust results.

Borrowing from: A Cost-Effectiveness Analysis of Currently Approved Treatments for HBeAg-Positive Chronic Hepatitis B <https://sci-hub.ru/10.2165/00019053-200826110-00006> I can say:

The results of the probabilistic sensitivity analysis indicate that treatment X is preferred at cost-effectiveness thresholds less than approximately $X,000 per QALY, and treatment Y had the highest probability of being optimal above this willingness to pay threshold.

Understand this plot here:

<https://cran.r-project.org/web/packages/dampack/vignettes/basic_cea.html>

Also saved here:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\sensitivity analysis help files\Basic Cost Effectiveness Analysis.pdf

# Cost-effectiveness acceptability curve (CEAC):  
  
# We first generate a vector of willingness to pay values (thresholds) to define for which values the CEAC is made:  
v\_wtp <- seq(0, 500000, by = 10000)  
# This basically gives you a sequence of willingness to pay thresholds from 0 all the way up to 500,000 euro, increasing by 10,000 euro each time, so start with 0 euro, go to 10,000 euro, go to 20,000 euro, and so on until you hit 500,000. You can chose any max value you like and any increment value you like, for example, in the DARTH material they use the following: v\_wtp <- seq(0, 45000, by = 1000)  
CEAC\_obj <- ceac(wtp = v\_wtp, psa = l\_PA)  
  
  
# The below provides details on the regions of highest probability of cost-effectiveness for each strategy  
summary(CEAC\_obj)

## range\_min range\_max cost\_eff\_strat  
## 1 0 180000 SoC  
## 2 180000 500000 Exp

# CEAC and cost-effectiveness acceptability frontier (CEAF) plot  
plot(CEAC\_obj)
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## 09.4.3 Plot cost-effectiveness frontier

plot(df\_cea\_PA)
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## 09.4.4 Expected Loss Curves (ELCs)

The expected loss is the the quantification of the foregone benefits when choosing a suboptimal strategy given current evidence.

elc\_obj <- calc\_exp\_loss(wtp = v\_wtp, psa = l\_PA)  
elc\_obj

## WTP Strategy Expected\_Loss On\_Frontier  
## 1 0 SoC 0.00000 TRUE  
## 2 0 Exp 54213.58762 FALSE  
## 3 10000 SoC 0.00000 TRUE  
## 4 10000 Exp 51092.60155 FALSE  
## 5 20000 SoC 0.00000 TRUE  
## 6 20000 Exp 47971.61548 FALSE  
## 7 30000 SoC 0.00000 TRUE  
## 8 30000 Exp 44850.62941 FALSE  
## 9 40000 SoC 0.00000 TRUE  
## 10 40000 Exp 41729.64334 FALSE  
## 11 50000 SoC 0.00000 TRUE  
## 12 50000 Exp 38608.65727 FALSE  
## 13 60000 SoC 0.00000 TRUE  
## 14 60000 Exp 35487.67120 FALSE  
## 15 70000 SoC 0.00000 TRUE  
## 16 70000 Exp 32366.68513 FALSE  
## 17 80000 SoC 0.00000 TRUE  
## 18 80000 Exp 29245.69906 FALSE  
## 19 90000 SoC 0.00000 TRUE  
## 20 90000 Exp 26124.71299 FALSE  
## 21 100000 SoC 0.87788 TRUE  
## 22 100000 Exp 23004.60479 FALSE  
## 23 110000 SoC 6.14922 TRUE  
## 24 110000 Exp 19888.89007 FALSE  
## 25 120000 SoC 35.26657 TRUE  
## 26 120000 Exp 16797.02135 FALSE  
## 27 130000 SoC 142.46876 TRUE  
## 28 130000 Exp 13783.23747 FALSE  
## 29 140000 SoC 425.09773 TRUE  
## 30 140000 Exp 10944.88037 FALSE  
## 31 150000 SoC 982.83865 TRUE  
## 32 150000 Exp 8381.63521 FALSE  
## 33 160000 SoC 1921.65735 TRUE  
## 34 160000 Exp 6199.46785 FALSE  
## 35 170000 SoC 3280.78465 TRUE  
## 36 170000 Exp 4437.60907 FALSE  
## 37 180000 SoC 5065.32491 FALSE  
## 38 180000 Exp 3101.16327 TRUE  
## 39 190000 SoC 7215.68422 FALSE  
## 40 190000 Exp 2130.53650 TRUE  
## 41 200000 SoC 9653.69122 FALSE  
## 42 200000 Exp 1447.55744 TRUE  
## 43 210000 SoC 12305.02698 FALSE  
## 44 210000 Exp 977.90712 TRUE  
## 45 220000 SoC 15113.07111 FALSE  
## 46 220000 Exp 664.96518 TRUE  
## 47 230000 SoC 18020.92577 FALSE  
## 48 230000 Exp 451.83377 TRUE  
## 49 240000 SoC 20999.23306 FALSE  
## 50 240000 Exp 309.15499 TRUE  
## 51 250000 SoC 24026.12898 FALSE  
## 52 250000 Exp 215.06483 TRUE  
## 53 260000 SoC 27082.84217 FALSE  
## 54 260000 Exp 150.79196 TRUE  
## 55 270000 SoC 30158.80465 FALSE  
## 56 270000 Exp 105.76836 TRUE  
## 57 280000 SoC 33248.14694 FALSE  
## 58 280000 Exp 74.12458 TRUE  
## 59 290000 SoC 36347.08950 FALSE  
## 60 290000 Exp 52.08107 TRUE  
## 61 300000 SoC 39453.01671 FALSE  
## 62 300000 Exp 37.02221 TRUE  
## 63 310000 SoC 42562.69884 FALSE  
## 64 310000 Exp 25.71828 TRUE  
## 65 320000 SoC 45676.05888 FALSE  
## 66 320000 Exp 18.09224 TRUE  
## 67 330000 SoC 48791.08321 FALSE  
## 68 330000 Exp 12.13050 TRUE  
## 69 340000 SoC 51908.31203 FALSE  
## 70 340000 Exp 8.37325 TRUE  
## 71 350000 SoC 55027.11902 FALSE  
## 72 350000 Exp 6.19417 TRUE  
## 73 360000 SoC 58146.55276 FALSE  
## 74 360000 Exp 4.64184 TRUE  
## 75 370000 SoC 61266.34524 FALSE  
## 76 370000 Exp 3.44825 TRUE  
## 77 380000 SoC 64386.45332 FALSE  
## 78 380000 Exp 2.57026 TRUE  
## 79 390000 SoC 67506.82971 FALSE  
## 80 390000 Exp 1.96057 TRUE  
## 81 400000 SoC 70627.30003 FALSE  
## 82 400000 Exp 1.44483 TRUE  
## 83 410000 SoC 73747.90538 FALSE  
## 84 410000 Exp 1.06410 TRUE  
## 85 420000 SoC 76868.52100 FALSE  
## 86 420000 Exp 0.69365 TRUE  
## 87 430000 SoC 79989.17889 FALSE  
## 88 430000 Exp 0.36548 TRUE  
## 89 440000 SoC 83110.05492 FALSE  
## 90 440000 Exp 0.25544 TRUE  
## 91 450000 SoC 86230.93460 FALSE  
## 92 450000 Exp 0.14905 TRUE  
## 93 460000 SoC 89351.81428 FALSE  
## 94 460000 Exp 0.04265 TRUE  
## 95 470000 SoC 92472.75770 FALSE  
## 96 470000 Exp 0.00000 TRUE  
## 97 480000 SoC 95593.74377 FALSE  
## 98 480000 Exp 0.00000 TRUE  
## 99 490000 SoC 98714.72984 FALSE  
## 100 490000 Exp 0.00000 TRUE  
## 101 500000 SoC 101835.71591 FALSE  
## 102 500000 Exp 0.00000 TRUE

# ELC plot  
plot(elc\_obj, log\_y = FALSE)
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## 09.4.4 Expected value of perfect information (EVPI)

A value-of-information analysis estimates the expected value of perfect information (EVPI), that is,

Value of information is discussed in the York course and below:

C:- Royal College of Surgeons in IrelandResources\_Exclusive\_Decision Modeling for Public Health\_DARTH

<https://cran.r-project.org/web/packages/dampack/vignettes/voi.html>

There’s also a paper on this here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Decision Modelling - Advanced Course\A2\_Making Models Probabilistic\A2.1.2 Distributions for parameters\Betadist utility\EVSI.doc

# Expected value of perfect information (EVPI)  
EVPI\_obj <- calc\_evpi(wtp = v\_wtp, psa = l\_PA)  
# EVPI plot  
plot(EVPI\_obj, effect\_units = "QALY")
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## 09.4.5 Alternative plotting approaches:

You can find alternative plotting approaches here:

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\analysis\cSTM\_time\_dep\_simulation.R

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\manuscript\cSTM\_Tutorial\_TimeDep.Rmd

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\manuscript\cSTM\_Tutorial\_TimeDep.R

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\manuscript\Appendix\_code\_walkthrough\_Markov\_Tutorial\_Part2.Rmd

There may be information more generally in the R files found in: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\R-HTA in LMICs Intermediate R-HTA Modelling Tutorial\September-Workshop-main\September-Workshop-main\

## 08.3.3 Table Describing Parameters

To build a Table describing parameters, you click on the Table button at the top, and design it in there. Then to include the parameter values automatically as they are updated you fill in the parameter name you want, highlight it in the cell and click </> from above to put it in a code block. You do the same for gamma, etc., put this in code blocks also. <https://rpruim.github.io/s341/S19/from-class/MathinRmd.html#:~:text=Math%20inside%20RMarkdown,10n%3D1n2.>

Per: [Putting the value of a variable into a table in R Markdown, rather than it’s name - Stack Overflow](https://stackoverflow.com/questions/72902548/putting-the-value-of-a-variable-into-a-table-in-r-markdown-rather-than-its-nam)

Line 320 of this: <https://github.com/DARTH-git/cohort-modeling-tutorial-intro/blob/main/manuscript/cSTM_Tutorial_Intro.Rmd> is informative when viewing the final document on page 7 here: <https://arxiv.org/pdf/2001.07824.pdf>

This also includes within-cycle correction (WCC) using Simpson’s 1/3 rule, which I probably don’t want to bother applying, but at least I know it’s an option.

Some helpful tips on using math notation in R Markdown.

<https://rpruim.github.io/s341/S19/from-class/MathinRmd.html>

This paper says in technical terms which distributions fit and why:

Model Parameter Estimation and Uncertainty Analysis: A Report of the ISPOR-SMDM Modeling Good Research Practices Task Force Working Group–6 <file:///C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf>

Table X Model Parameters Values: Baseline, Ranges and Distributions for Sensitivity Analysis

| Parameter | Base Case Value | Minimum Value | Maximum Value | Source | Distribution |
| --- | --- | --- | --- | --- | --- |
| **Cost (Per Cycle)** |  |  |  |  |  |
| FOLFOX | c\_PFS\_Folfox | Minimum\_c\_PFS\_Folfox | Maximum\_c\_PFS\_Folfox |  | GAMMA(a.cIntervention\_c\_PFS\_Folfox, b.cIntervention\_c\_PFS\_Folfox) |
| FOLFIRI | c\_OS\_Folfiri | Minimum\_c\_OS\_Folfiri | Maximum\_c\_OS\_Folfiri |  | GAMMA(a.cIntervention\_c\_OS\_Folfiri, b.cIntervention\_c\_OS\_Folfiri) |
| Bevacizumab | c\_PFS\_Bevacizumab | Minimum\_c\_PFS\_Bevacizumab | Maximum\_c\_PFS\_Bevacizumab |  | GAMMA( a.cIntervention\_c\_PFS\_Bevacizumab, b.cIntervention\_c\_PFS\_Bevacizumab ) |
| Administration Cost | administration\_cost | Minimum\_administration\_cost | Maximum\_administration\_cost |  | GAMMA(a.cIntervention\_administration\_cost, b.cIntervention\_administration\_cost) |
| **Adverse Event Cost** |  |  |  |  |  |
| Leukopenia | c\_AE1 | Minimum\_c\_AE1 | Maximum\_c\_AE1 |  | GAMMA(a.cIntervention\_c\_AE1, b.cIntervention\_c\_AE1) |
| Diarrhea | c\_AE2 | Minimum\_c\_AE2 | Maximum\_c\_AE2 |  | GAMMA(a.cIntervention\_c\_AE2, b.cIntervention\_c\_AE2) |
| Vomiting | c\_AE3 | Minimum\_c\_AE3 | Maximum\_c\_AE3 |  | GAMMA(a.cIntervention\_c\_AE3, b.cIntervention\_c\_AE3) |
|  |  |  |  |  |  |
| **Adverse Event Incidence - With Bevacizumab** |  |  |  |  |  |
| Leukopenia | p\_FA1\_Exp | Minimum\_p\_FA1\_EXPR | Maximum\_p\_FA1\_EXPR |  | BETA(alpha\_p\_FA1\_EXPR, beta\_p\_FA1\_EXPR) |
| Diarrhea | p\_FA2\_Exp | Minimum\_p\_FA2\_EXPR | Maximum\_p\_FA2\_EXPR |  | BETA(alpha\_p\_FA2\_EXPR, beta\_p\_FA2\_EXPR) |
| Vomiting | p\_FA3\_Exp | Minimum\_p\_FA3\_EXPR | Maximum\_p\_FA3\_EXPR |  | BETA(alpha\_p\_FA3\_EXPR, beta\_p\_FA3\_EXPR) |
| **Adverse Event Incidence - Without Bevacizumab** |  |  |  |  |  |
| Leukopenia | p\_FA1\_STD | Minimum\_p\_FA1\_STD | Maximum\_p\_FA1\_STD |  | BETA(alpha\_p\_FA1\_STD , beta\_p\_FA1\_STD) |
| Diarrhea | p\_FA2\_STD | Minimum\_p\_FA2\_STD | Maximum\_p\_FA2\_STD |  | BETA(alpha\_p\_FA2\_STD , beta\_p\_FA2\_STD) |
| Vomiting | p\_FA3\_STD | Minimum\_p\_FA3\_STD | Maximum\_p\_FA3\_STD |  | BETA(alpha\_p\_FA3\_STD , beta\_p\_FA3\_STD) |
| **Utility (Per Cycle)** |  |  |  |  |  |
| Progression Free Survival | u\_F | Minimum\_u\_F | Maximum\_u\_F |  | BETA(u\_F\_alpha, u\_F\_beta) |
| Overall Survival | u\_P | Minimum\_u\_P | Maximum\_u\_P |  | BETA(u\_P\_alpha , u\_P\_beta) |
| **Adverse Event Disutility** |  |  |  |  |  |
| Leukopenia | AE1\_DisUtil | Minimum\_AE1\_DisUtil | Maximum\_AE1\_DisUtil | BRTYA | alpha\_u\_AE1, beta\_u\_AE1 |
| Diarrhea | AE2\_DisUtil | Minimum\_AE2\_DisUtil | Maximum\_AE2\_DisUtil | BETA | alpha\_u\_AE2, beta\_u\_AE2 |
| Vomiting | AE3\_DisUtil | Minimum\_AE3\_DisUtil | Maximum\_AE3\_DisUtil | BETA | alpha\_u\_AE3, beta\_u\_AE3 |
| **Hazard Ratios** |  |  |  |  |  |
| PFS to OS under the Experimental Strategy | HR\_FP\_Exp | Minimum\_HR\_FP\_Exp | Maximum\_HR\_FP\_Exp | (Smeets et al. 2018) | rlnorm() |
| OS to PFS under the Experimental Strategy | HR\_PD\_Exp | Minimum\_HR\_PD\_Exp | Maximum\_HR\_PD\_Exp | (Smeets et al. 2018) | rlnorm() |
| **Probability of Dying under Second-Line Treatment** | P\_OSD\_SoC | Minimum\_P\_OSD\_SoC | Maximum\_P\_OSD\_SoC |  | BETA(P\_OSD\_SoC\_alpha, P\_OSD\_SoC\_beta) |
| **Discount Rate** |  |  |  |  |  |
| Costs | d\_c | 0 | 0.08 |  |  |
| Outcomes | d\_e | 0 | 0.08 |  |  |

## 09.4.6 Scenario Analysis

The below study includes scenario analysis at the end:

Rivera, F., Valladares, M., Gea, S., & López-Martínez, N. (2017). Cost-effectiveness analysis in the Spanish setting of the PEAK trial of panitumumab plus mFOLFOX6 compared with bevacizumab plus mFOLFOX6 for first-line treatment of patients with wild-type RAS metastatic colorectal cancer. Journal of Medical Economics, 20(6), 574-584. <https://sci-hub.st/10.1080/13696998.2017.1285780> also saved here: C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Evidence Synthesis\Economic Models\Rivera et al\_2017\_Cost-effectiveness analysis in the Spanish setting of the PEAK trial of.pdf

Scenario Analysis: “Often, uncertainty in a parameter may be represented by several discrete values, instead of a continuous range, sometimes called scenario analyses (e.g., evidence from clinical studies, utility surveys, or cost data sets may lead to different values). It is acceptable to report alternative outcomes under each of these discrete assumptions to complement other uncertainty analysis.” - Per: Model Parameter Estimation and Uncertainty Analysis C:/Users/Jonathan/OneDrive%20-%20Royal%20College%20of%20Surgeons%20in%20Ireland/COLOSSUS/Briggs%20et%20al%202012%20model%20parameter%20estimation%20and%20uncertainty.pdf

## 09.4.7 Calibration

The following has a calibration section: Lawrence, D., Maschio, M., Leahy, K. J., Yunger, S., Easaw, J. C., & Weinstein, M. C. (2013). Economic analysis of bevacizumab, cetuximab, and panitumumab with fluoropyrimidine-based chemotherapy in the first-line treatment of KRAS wild-type metastatic colorectal cancer (mCRC). Journal of medical economics, 16(12), 1387-1398. <https://www.tandfonline.com/doi/pdf/10.3111/13696998.2013.852097?needAccess=true>

C:\Users\Jonathan\OneDrive - Royal College of Surgeons in Ireland\COLOSSUS\Training Resources\Model Calibration in R
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