Guion III: Compresión sin pérdida  
Codificación Aritmética

Información sobre la entrega de la práctica

Las prácticas se entregarán en un único fichero comprimido Practica03ApellidoNombre.zip. El fichero contendrá:

* Las funciones de Matlab a realizar en ficheros .m con los nombres de las funciones que se indiquen en el guion.
* Los trozos de código a realizar, que se entregarán todos en los pasos correspondientes de un único fichero .m llamado Practica03ApellidoNombre.m . Este fichero lo crearás modificando el fichero .m Practica03MolinaRafael.m en el servidor.
* Las discusiones y respuestas solicitadas en el guion se entregarán en un único fichero pdf. El nombre del fichero será Practica03ApellidoNombre.pdf. Lo construirás editando Practica03MolinaRafael.doc y salvándolo en formato pdf.

# Codificación aritmética

En este apartado estudiaremos la codificación aritmética, un método que, al igual que la codificación Huffman, pretende reducir el número medio de bits requeridos para representar un símbolo pero que, a diferencia de ésta, permite representar símbolos con un número de bits fraccionario. Observa que para que el número de bits correspondientes a un símbolo sea fraccionario utilizando Huffman necesitamos codificar conjuntamente pares, tripletas, etc de símbolos, con los problemas de requerimiento adicional de espacio que esto genera.

Además del material que veremos en esta práctica te recomendamos que visites la codificación aritmética de [Michael Dipperstein](http://michael.dipperstein.com/arithmetic/index.html). Puedes usar el código en C de codificación aritmética de [Michael Dipperstein](http://michael.dipperstein.com/arithmetic/index.html) para estudiar el funcionamiento práctico de la codificación aritmética mediante la realización de una serie de ejercicios o el código de las correspodientes funciones de Matlab que ahora veremos.

Por último antes de realizar algunos ejemplos observa que para saber cuándo hemos terminado de decodificar todos los datos podemos, bien podemos indicar el número de elementos que vamos a codificar o introducir un símbolo adicional (**EOF**) que sólo aparece una sola vez y que se incluye en la codificación de la secuencia. En la decodificación de la secuencia, la aparición de este símbolo indica que hemos terminado.

# Visita también la página web del curso sobre Multimedia de David Marshall de la Universidad de Bristol [http://www.cs.cf.ac.uk/Dave/Multimedia/](http://www.cs.cf.ac.uk/Dave/Multimedia/%20) . En él encontrarás, en la sección [Online Course Notes](http://www.cs.cf.ac.uk/Dave/Multimedia/PDF/), pdfs de temas interesantes relacionados con el curso. En la sección [BSc Multimedia (CM3106) Tutorial/Lab Class Notes, Exercises, example Code and Libraries](http://www.cs.cf.ac.uk/Dave/Multimedia/PDF/tutorial.html) encontrarás tutoriales y código en Matlab. Mira en particular la clase 7. Una copia local de Basic\_compression.zip, que contiene ficheros .m de Matlab, la puedes encontrar en el material de la asignatura.

**Paso 1**

Vamos a comenzar con un ejemplo de Matlab. Consideremos una fuente con alfabeto {x, y, z}. La fuente ha generado la secuencia yzxxx que queremos codificar. Declaramos el alfabeto y la secuencia observada

close all; clear all; clc;

alf=['x' 'y' 'z'];

seqob=['y' 'z' 'x' 'z' 'z'];

**Paso 2**

Convertimos la secuencia observada a la secuencia de los índices correspondientes de la matriz del alfabeto. Los índices van del *1*, que corresponde al primer símbolo del alfabeto, a la *longitud del alfabeto*, es decir numel(alf), que corresponde al último símbolo del alfabeto

indseqob =[2 3 1 3 3];

**Paso 3**

Vamos a crear la secuencia de índices observados mediante órdenes de Matlab y no manualmente como hemos hecho en el paso 2. Inicializa la matriz que contendrá dichos índices (más tarde entenderás porqué creamos la matriz de tipo uint16)

indseqob=zeros(1,numel(seqob),'uint16');

**Paso 4**

Incluye en el paso 4 del fichero Practica03ApellidoNombre.m el código para convertir la secuencia seqob en índices del rango [1:numel(alf)]. Dichos índices los almacenarás en indseqob. Comprueba que indseqob contiene [2 3 1 3 3].

**Paso 5**

De un conjunto de entrenamiento hemos extraído las siguientes frecuencias de los símbolos. Éstas son, en el mismo orden que el alfabeto, [29 48 100]. Para codificar la secuencia que contiene los índices de los símbolos observados escribimos

counts=[29 48 100];

code=arithenco(indseqob,counts)

La salida es

code =

0 1 0 0 1 1 0 0 0 1 0 0 0 0 0 0

Lo que indica que hemos codificado la secuencia de 5 bytes indseqob en sólo 16 bits

**Paso** **6**

A continuación queremos decodificar la secuencia que contiene la codificación aritmética de nuestra secuencia original. Simplemente escribimos

indseqdec=arithdeco(code,counts,numel(indseqob));

seqdecf=alf(indseqdec);

fprintf('¿Coinciden original y comprimido 1(S) 0 (N)?, %d\n',...

isequal(seqob,seqdecf))

La salida es

¿Coinciden original y comprimido 1(S) 0 (N)?, 1

**Paso 7**

Vamos ahora a trabajar un poco los conceptos que hemos visto en teoría. Por simplicidad supondremos que las palabras de código son números enteros en el rango [1:256]. Ejecuta y entiende el siguiente trozo de código. Es importante que tengas claro cuál es el alfabeto

close all; clear all;

seqob=[1 1];

counts=[1 1];

code=arithenco(seqob,counts);

fprintf('Longitud de la secuencia codificada %d\n',...

numel(code))

La salida es

Longitud de la secuencia codificada 5

**Paso 8**

Compara en el paso 8 del fichero Practica03ApellidoNombre.pdf esta longitud con la que la teoría nos dice que es una cota superior al número de bits necesarios.

Escribe tus respuestas aquí.

**Paso 9**

Ejecuta ahora y entiende el siguiente trozo de código

close all; clear all;

seqob=[1 1];

counts=[50 50];

code=arithenco(seqob,counts);

fprintf('Longitud de la secuencia codificada %d\n',...

numel(code))

La salida es

Longitud de la secuencia codificada 11

**Paso 10**

¿Por qué crees que ahora la longitud de la secuencia es 11 cuando las frecuencias [1 1] y [50 50] producen las mismas probabilidades?

Incluye la discusión en el paso 10 del fichero Practica03ApellidoNombre.pdf

Escribe tus respuestas aquí.

**Paso 11**

**V**amos ahora a analizar cómo funciona la codificación aritmética con distribuciones skew, es decir, distribuciones descompensadas. Comenzamos generando una secuencia de símbolos de un alfabeto con dos letras con probabilidades muy asimétricas. Esta secuencia nos servirá de conjunto de entrenamiento para calcular las frecuencias de cada símbolo. Observa que si no ha salido ningún 1 la secuencia de entrenamiento no nos servirá. A continuación construiremos su código aritmético

clear all;close all; clc;

maximo= 0.0;

minimo=0.0;

rng(0);

while maximo==minimo

seq=randsrc(1,100000,[1 2; 0.01 0.99]);

maximo=max(seq(:));

minimo=min(seq(:));

end

histo=histc(seq,[1 2]);

bar([1 2],histo);

El histograma que obtenemos es

![C:\Users\Rms\Documents\rms\cursos\CRIM\curso 2014-2015\02 Código de Huffman\Guiones\untitled.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAjEAAAGkCAIAAABPTuPOAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH3gsIEyEo8c5uMQAAACR0RVh0U29mdHdhcmUATUFUTEFCLCBUaGUgTWF0aFdvcmtzLCBJbmMuPFjdGAAAACJ0RVh0Q3JlYXRpb24gVGltZQAwOC1Ob3YtMjAxNCAyMDozMzozOecOqwIAAAlsSURBVHic7dxBchs5EkBRYUIX7pP0kTELTTAYdLdNDS3XT+i9VdErhCTzE4kqrr33GwAE/OfqBQDA/2gSABWaBECFJgFQoUkAVGgSABWaBECFJgFQoUkAVGjS56y1rl4CwLE06RMECeBLadKz1lq+GxDgS2nSUwQJ4A/wVvuUh6mdHxrAV9Ckz7FhAvg671cvIOGhNPe7IgUC+GM06XEu92Of7l9KFMDX+e73OJjFAXQc3qT7PdA/Pl0kSAAdhzdp7/2RIvshgL7DmwTAIOc36WOrZJME0Hd+kz6C5KvqAPrObxIAUxz+fNJtavf8BO9hU2XoB/DHOGgBoGLYPsmXAAEcbFKTPvUlQACMM+YeB8kBON6YJgkSwPEmze4+yzNJAD8qf8Q/uUkPyr+Ggxm60vE9/xpnfTo/vEnf8O8P4N7D22A8UWPOkwA43uH7JOBD/NPxH+PnEDe4Sb4ECD7p76sXQMFfVy/gZ4Y16SE8OtTndwQ8z3kSABWaBECFJgFQoUkAVGgSABWaBECFJgFQoUkAVGgSABWaBECFJgFQoUkAVGgSABWaBECFJgFQoUkAVGgSABWaBECFJgFQoUkAVGgSABWaBECFJgFQ8X71Al6y1rpd770vXAkArxvcpLXWfYceXgIwjtkdABWaBEDFIU26P1gCYKjB50l771uK7q/vuQkCYJDBTXp7IjM6BDDIIbM7AA4wuEn3czk3ggMcYPDs7uE86drFAPC6wU16kyKAswye3QFwGE0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKh4v3oBL1lr3a733heuBIDXDW7SWuu+Qw8vARjH7A6ACk0CoGLw7G7v7TwJ4CSDm/TMeZJoAQwyuEnP0CGAQZwnAVChSQBUDJ7duccB4DCDm/SmQwBnMbsDoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAq3q9ewP9vrfXwL3vvS1YCwG8xuEn3BVprCRLAdGZ3AFSc0CSbJIAznNAkAM4w+Dzpw883Sff3QdhLAcSNb9LP6RDAILNnd06SAE4yu0kAnESTAKiY3SSDO4CTzG4SACfRJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmAiverF/CStdbteu994UoAeN3gJq217jv08BKAcc6Z3QkSwHTnNAmA6QbP7j7cjpTskwCmm92k+zOkfzxPchMEwCCzm/TLzOgQwCDOkwCo0CQAKgbP7vbejosATjK4SW86BHAWszsAKjQJgApNAqBCkwCo0CQAKjQJgApNAqBCkwCo0CQAKjQJgApNAqBCkwCo0CQAKjQJgApNAqBCkwCo0CQAKjQJgApNAqBCkwCo0CQAKjQJgApNAqBCkwCoeL96AS9Za92/3HtftRIAXje7SW86BHAQszsAKgY3aa1lkwRwktmzu/vzJH0CmG52k+479I/bJtECGGRwk55pjA4BDDL4PAmAwwxu0sPDSQBMN3t257gI4CSDm/SmQwBnGTy7A+AwmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUHFIk9ZaVy8BgFed0CRBAjjDCU0C4Azjm7TW2ntfvQoAfoPxTQLgGO9XL+Alv9wk3R812U4BxM1u0i/pEMAgg2d3H3ugtdbt4uoVAfCSwfuk+z2QOx0ADjB4nwTAYQ5pkk0SwAEOaRIAB9AkACo0CYAKTQKgQpMAqNAkACo0CYAKTQKgQpMAqNAkACo0CYAKTQKgQpMAqNAkACo0CYAKTQKgQpMAqNAkACo0CYAKTQKgQpMAqNAkACo0CYCK96sX8JK11u16733hSgB43eAmrbXuO/TwEoBxBs/uFAjgMIObBMBhBs/uPtyOlGybAKYb36Rbiv7xPMlNEACDjG/Sz+kQwCDOkwCoGNyk+7kcAAcYPLvbezsuAjjJ4Ca96RDAWQbP7gA4jCYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFS8X72Al6y1btd77wtXAsDrBjdprXXfoYeXAIwzeHanQACHGdwkAA6jSQBUDD5Puvdvh0luggAY5IQm/eTuBh0CGGT87M7tdgDHmN0kQQI4yeDZ3cdZkRMjgGMMbpICARxm9uwOgJNoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAhSYBUKFJAFRoEgAVmgRAxQlNWmtdvQQAfoPxTRIkgGPMbtJaa+999SoA+D1mN0mQAE4yu0kAnOT96gV8rfvTJpsqgLjDm6RDAIOY3QFQoUkAVGgSABUnNMmhEcAZTmgSAGfQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoEKTAKjQJAAqNAmACk0CoOL96gW8ZK11u957X7gS/s1ay68GeNLgJj282QXf++6T+Z35Obz5zATPGdykIf6+egEU/HX1AmAG50kAVGgSABW5M5jn/fI8yTEGwI/Kb/snnyeVf+4A/MjsDoAKTQKgYvB50ptnZgHOMrtJAJzk5HscKAh+vwbfkJnKFJrEF3I7PgX97yHjxj0OfBX/84nwdziIJvFVvBEAn6VJAFRoEvCNGCnHaRLwXQhSnyYB34IgjaBJwPkEaQrPJwGH+3hOzmOzI/jsAECF2R0AFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFZoEQIUmAVChSQBUaBIAFf8Fjerrc6aPz2kAAAAASUVORK5CYII=)

**Paso 12**

Codificamos la secuencia observada, calculamos su longitud, la decodificamos y comprobamos que la secuencia original y la decodificada coinciden

code=arithenco(seq,histo);

fprintf('Longitud de la secuencia codificada %d\n',numel(code));

indseqdec=arithdeco(code,histo,numel(seq));

fprintf('¿Coinciden original y comprimido 1(S) 0 (N)?, %d\n',...

isequal(seq,seqdec))

Las salidas son

Longitud de la secuencia codificada 8177

¿Coinciden original y comprimido 1(S) 0 (N)?, 1

Observa el tamaño en bits de la secuencia codificada y el tamaño original

**Paso 13**

Realiza un estudio de cómo evoluciona el número de bits por símbolo cuando generamos 10^i, i=1,2,3,4,5,6 símbolos siguiendo el proceso del paso 11 con probabilidades pr(1)=0.1 y pr(2)=0.9. Para cada uno de los 6 casos, realiza 5 simulaciones distintas y calcula el número medio de bits por símbolo como una media de las 5 simulaciones. Dibuja los 30 valores obtenidos así como las medias de los 5 valores para las 10, 100, 1000, 10000, 100000 y 1000000 simulaciones. Dibuja también una línea con el valor de la entropía de la fuente. ¿Obtienes algún resultado que en principio parezca incorrecto entre la entropía de la fuente y los bits por símbolo de alguna simulación?, ¿Cuál sería la explicación?

Incluye el código en el paso 13 del fichero Practica03ApellidoNombre.m y la discusión en el paso 13 de Practica03ApellidoNombre.pdf.

Escribe tus respuestas aquí.

**Paso 14**

Como habrás podido comprobar empíricamente, la codificación aritmética es más eficiente cuanto mayor sea la longitud de la secuencia a codificar, es decir, el número medio de bits necesarios para representar cada símbolo se acerca más a la entropía cuantos más caracteres codificamos. Comprobaremos de nuevo empíricamente este hecho usando los ficheros de texto contenidos en el fichero textobinario.zip.

Los ficheros de texto en textobinario.zip contienen sólo dos caracteres, el carácter '0' y el carácter '1'. El nombre de cada fichero es textoX.txt donde X representa el número de caracteres en el fichero. Observa que los caracteres ‘0’ y ‘1’ vas a tener que codificarlos como 1 y 2.

Incluye en el paso 14 de Practica03ApellidoNombre.m el código para

1. codificar y decodificar cada uno de estos ficheros,
2. comprobar que la secuencia original y decodificada coinciden,
3. dibujar los histogramas de los símbolos en cada fichero.

Incluye los histograma, la tabla que contiene el número de bits por símbolo para cada fichero y las conclusiones que puedas extraer en el paso 14 de Practica03ApellidoNombre.pdf.

Escribe tus respuestas aquí.

|  |  |
| --- | --- |
| Nº Caracteres | Bits/símbolo |
| 10 |  |
| 100 |  |
| 1000 |  |
| 10000 |  |
| 100000 |  |
| 1000000 |  |

**Paso 15**

Utiliza codificación aritmética para codificar cada uno de ficheros de texto constitucion española.txt, Fundacion e Imperio - Isaac Asimov.txt y Cinco semanas en globo - Julio Verne.txt (dentro de Prácticas - Datos - texto.zip).

Incluye en el paso 15 de Practica03ApellidoNombre.m el código para

1. codificar y decodificar cada uno de estos ficheros,
2. comprobar que la secuencia original y decodificada coinciden,
3. dibujar los histogramas de los símbolos en cada fichero,
4. calcular el factor de compresión obtenida para cada uno de los ficheros,
5. calcular el número de bits por símbolo para cada fichero.

En el paso 15 de Practica03ApellidoNombre.pdf incluye

1. los histogramas,
2. completa las tablas adjuntas, para la codificación Huffman no incluyas el tamaño de la cabecera y
3. realiza una comparación crítica de los resultados obtenidos usando codificación Huffman y aritmética

Escribe tus respuestas aquí.

|  |  |  |  |
| --- | --- | --- | --- |
| Fichero\Huffman | Tamaño fichero original | Factor de compresión | Bit/símbolo |
| Constitución española |  |  |  |
| Fundación e Imperio |  |  |  |
| Cinco semanas en globo |  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| Fichero \aritmética | Tamaño fichero original | Factor de compresión | Bit/símbolo |
| Constitución española |  |  |  |
| Fundación e Imperio |  |  |  |
| Cinco semanas en globo |  |  |  |

**Paso 16**

Utiliza codificación aritmética sobre los ficheros de imágenes ptt1.pbm, ptt4.pbm, ptt8.pbm (dentro de material complementario - Datos para prácticas - imgs\_binarias.zip) y camera.pgm, bird.pgm y bridge.pgm (dentro de Prácticas - Datos - imgs\_grises.zip).

Incluye en el paso 16 de Practica03ApellidoNombre.m el código para

1. codificar y decodificar cada uno de estos ficheros,
2. comprobar que la secuencia original y decodificada coinciden,
3. dibujar los histogramas de los símbolos en cada fichero,
4. calcular el factor de compresión obtenida para cada uno de los ficheros,
5. calcular el número de bits por símbolo para cada fichero.

En el paso 16 de Practica03ApellidoNombre.pdf incluye

1. los histogramas,
2. completa las tablas adjuntas, para la codificación Huffman no incluyas el tamaño de la cabecera y
3. realiza una comparación crítica de los resultados obtenidos usando codificación Huffman y aritmética

Escribe tus respuestas aquí.

|  |  |  |  |
| --- | --- | --- | --- |
| Fichero \Huffman | Tamaño fichero original | Factor de compresión | Bits/símbolo |
| ptt1.pbm |  |  |  |
| ptt4.pbm |  |  |  |
| ptt8.pbm |  |  |  |
| camera.pgm |  |  |  |
| bird.pgm |  |  |  |
| bridge.pgm |  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| Fichero \Aritmética | Tamaño fichero original | Factor de compresión | Bits/símbolo |
| ptt1.pbm |  |  |  |
| ptt4.pbm |  |  |  |
| ptt8.pbm |  |  |  |
| camera.pgm |  |  |  |
| bird.pgm |  |  |  |
| bridge.pgm |  |  |  |

**Paso 17**

No hemos discutido en clase qué cabecera debemos incluir en el fichero codificado para que el decodificador sea capaz de reconstruir el fichero original. Suponiendo que, como mucho, las letras del alfabeto son 256, ¿qué cabecera incluirías?. No olvides incluir las frecuencias o probabilidades si lo consideras necesario. Podemos incluir la longitud de la secuencia a decodificar, ¿habría alguna forma de no tener que incluir el número de símbolos a decodificar?.

Incluye la discusión en el paso 17 de Practica03ApellidoNombre.pdf.

Escribe tus respuestas aquí.