Se empleó códigos de los trabajos prácticos anteriores.

Se usó chat GPT para el procedimiento de carga de datos y para copiar un patrón n veces en el Ejercicio 3.
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