Lam, C. (2011). *Hadoop in Action*. Manning Publications Co.: Stamford, CT. (Lam, 2011).

Hadoop in Action" is a comprehensive guide that introduces readers to Hadoop and its ecosystem. The book provides a solid foundation in understanding the basics of Hadoop, including its architecture, file system (HDFS), and core components like MapReduce. It demonstrates how Hadoop can be leveraged to process large datasets efficiently. The book includes case studies that showcase Hadoop in real-world applications:

Converting 11 million image documents from the New York Times archive.

Mining data at China Mobile.

Recommending the best websites at StumbleUpon.

Building analytics for enterprise search in IBM’s Project ES2.

Furthermore, the book covers advanced topics such as setting up a Hadoop cluster, data processing with Hive and Pig, and introduces other components of the Hadoop ecosystem like HBase, ZooKeeper, and Sqoop. This book equips readers with the necessary knowledge to get started with Hadoop and understand its significance in the realm of Big Data. This source helps to justify the importance of Hadoop in Big Data analytics and offers a thorough explanation of what a distributed file system is.

The Past, Present, and Future of Machine Learning APIs (Atakan Cetinsoy et al., 2016).

This paper discusses the evolution of ML APIs, tracing their journey from the era when researchers relied on pen and paper, to the present, where IT systems deploy these ML models. It also addresses current challenges, emphasizing the treatment of data before implementing an ML model. The authors highlight solutions such as Machine Learning as a Service (e.g., Azure ML, AWS) and REST APIs (e.g., BigML), showing how these technologies are valuable because they provide evidence of large companies creating and using APIs for modelling their ML models.

Deep Machine Learning and Neural Networks: An Overview (Mishra and Gupta, 2017).

According to Mishra and Gupta (2017), deep learning surpasses traditional ML models in its ability to perceive text and images. Neural Networks, as a crucial component of deep learning, are discussed in depth—specifically, ANNs and CNNs, which are key to this paper. It concludes that NNs are among the more popular techniques for solving deep learning problems.

Accelerating Relational Databases by Leveraging RemoteMemory and RDMA (Li et al., 2016).

Li et al. (2016) studied the crucial role of memory in RDBMS, especially comparing physical memories (SSD or HDD) with cloud memory (remote direct access, RDMA). This paper examines four scenarios to demonstrate that remote memory hosted in servers outperforms traditional physical memory systems. It is relevant to note that the state of the art of RDBMS has dramatically improved thanks to cloud-based solutions

**NoSQL: The Future of Big Data Analytics and Comparison with RDBMS (Arshad et al., 2023),**

This article compares NoSQL technologies with traditional RDBMS in the context of Big Data analytics. The paper describes NoSQL as "Not Only SQL" and categorizes these databases into key-value stores, document databases, wide-column stores, and graph databases, with Hadoop classified as a wide-column store. It outlines the evolution of Big Data from megabytes and gigabytes to terabytes and petabytes, constantly challenging the industry to develop new storage solutions to meet escalating demands. The nature of Big Data is also elucidated in terms of its volume, variety, velocity, and variability.

Furthermore, the paper details the ACID properties of RDBMS—atomicity, consistency, isolation, and durability—and compares them with the CAP theorem of NoSQL, which emphasizes strong consistency, high availability, and partition tolerance. The authors conducted a survey among relevant IT companies, revealing a preference for NoSQL technologies when managing Big Data. The study concludes that applications dealing with Big Data tend to perform better in NoSQL environments.

***How to mention the sources in the paper:***

In a literature review, it's standard to mention sources through in-text citations rather than writing down the full name of the paper each time you refer to it. The Harvard referencing style, for example, would have you include the author’s surname and the year of publication in parentheses within the text. This method allows your narrative to flow more smoothly while still giving credit to the original authors and enabling readers to find the detailed reference in your bibliography or reference list.

Here’s a brief example to illustrate:

Incorrect: "In the literature review, writing down the name of the paper each time for reference might disrupt the flow of reading."

Correct: "According to Smith (2020), integrating in-text citations within the narrative of a literature review enhances readability and allows for a smoother flow of information."

Remember, the exact format for your in-text citations and reference list entries will depend on the specific guidelines provided by your instructor or the preferred citation style of your academic discipline.
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