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## Introduction

### Aim of this guide and further readings

This is a short introductory guide that shows the basic procedures to weight a survey. Please keep in mind that there are many different ways of doing this. This guide intends to be a practical document and a step-by-step walkthrough for weighting a survey. It provides [R code](https://www.r-project.org/) for all actions: from reading, manipulating and presenting data to modelling and callibration. This should allow readers to reproduce procerudes and results as well as to inspect objects at any given part of this guide. The source code in an 'R notebook' format can be found and publicly accessed from the [author's github page](https://github.com/JosepER/PPMI_how_to_weight_a_survey/01-_Basic_steps_on_how_to_weight_a_survey_sample.Rmd). It is important to note that this is not an 'R tutorial'. Thus, the guide does not provide a detailed comment on general functions used in this walk-through. Some intermediate 'R' skills might be requiered to follow all steps of the procedure. Readers with basic or no knowledge of 'R' can still benefit from this note as it explains the steps and principles behind weighting.

For questions, clarifications or suggestions feel free to contact him at *jespasareig at gmail.com*. It is relevant to say that this text intentionally avoids explaining complex or advanced methods. Instead, it aims at providing users with a standard way of weighting and a limited number of variations.

Next sections will first give a very broad glimpse at all [main survey weighting steps](#basic%20steps%20in%20weighting%20a%20survey).The second section deals with importing data into R, data manipulation and briefly [presenting the dataset used for this guide](#exploring%20and%20presenting%20the%20dataset). Readers interested in a specific step, familiar with the 7th round of the European Social Survey or that want to jump directly into weighting procedures can skip this part of the guide. The three sections are the main components of this guide and show how to compute [design weights](#design_weights), [non-response weights](#nonresponse_weights) and [calibration weights](#calibration). Two more sections will be added to this survey in the future. These correspond to the analysis of weight variability and computing weighted estimates.

For more information you can check the following introductory texts:

* Valliant et al. (2013) *Practical Tools for Designing and Weighting Survey Samples*. New York: Springer Science Business Media.
* Lohr,S.L. (2009) *Sampling: Design and Analysis*. 2nd Edition. Boston: Books/Cole.
* Blair, E. & Blair, J. (2015) *Applied Survey Sampling*. London: SAGE Publications Inc.

And the book accompaining the R 'survey' package:

* Lumley,T. (2010) *Complex Surveys: A Guide to Analysis Using R*. New Jersey: John Wiley & Sons Inc.

It might be also worth keeping an eye on the (still incipient) R package [*srvyr*](https://cran.r-project.org/web/packages/srvyr/index.html), developed and mantained by Greg Freedman Ellis.

Note: This guide focuses on surveys based on 'probability sample'. These are surveys where all units in our statistical population have a chance of being selected and the probability of selection is known to the researcher. A brief note on how to weight non-probability samples is included at the end of the guide.

### Basic steps in weighting a survey

Weights are applied to reduce survey bias. In plain words, weighting consists on making our sample of survey respondents (more) representative of our statistical population. By statistical population we mean all those units for which we want to compute estimates.

There are four basic steps in weighting. These are:

1. **Base/design weights**
2. **Non-response weights**
3. **Use of auxiliary data/calibration**
4. **Analysis of weight variability/trimming**

The first step consists on computing weights to take into account the differences of units in the probability of being sampled. 'Being sampled' means being selected from the survey frame (i.e. the list of all units) to be approached for a survey response. This step can be skipped if all units in the survey frame have the same probability of being sampled. This happens, for example: \* when all units in the survey frame are approached for the sample or; \* with certain sampling designs (such as 'simple random sampling without replacement' or 'stratified random sampling without replacement' with distribution of sampled units across stratums proportional to the number of units in each stratum). These are usually called 'self-weighted' surveys.

In the second step we need to adjust our responses by the differences in the probability of sampled units to reply to our survey. Our estimates would be biased if some profile of sampled units had higher propensity to reply than another and these profiles had differences in the dependent variables (i.e. our variables of interest). In this step, we need to estimate the probability of response using information available for both respondents and non-respondents. Non-response adjustment is not needed if all sampled units responded to the survey (i.e. in probability sampling surveys with 100% response rates).

The third step consists on adjusting our weights using available information about total population estimates. Note that this requieres data that is different from that needed in non-response adjustment (second step). Here we need auxiliary data which tells us information (i.e. estimates such as proportions, means, sums, counts) about the statistical population. The same variables should be available from our respondents but here we don't need information about non-respondents.

The last step is to check the variablity in our computed weights. High variation in weights can lead to some observations having too much importance in our sample. Even if weights reduce bias, they might largely inflate variance of estimates. Therefore, some survey practitioners worry about dealing with highly unequal weights.

## Read data and data management

We first need to import data into R. In this guide we will use UK data from the 7th round of the [European Social Survey](http://www.europeansocialsurvey.org/). The advantage of this data is that the European Social Survey (ESS) is a well documented and high quality probability survey. It allows us to understand how responses were collected and provides some useful information about non-respondents. At the same time, the 7th ESS was weighted by expert statisticians. The process of the two phases of weighting they applied is explained in their [website](http://www.europeansocialsurvey.org/methodology/ess_methodology/data_processing_archiving/weighting.html). This will allow us to compare our own weights and results with those already computed by their team of experts. Focusing on the UK sample will allow us to narrow down the analysis and fasten computation by reducing the amount of data used in each step.

For this guide we will use the following 7th ESS datafiles in SPSS ('.sav') format:

* [sample data (SDDF), edition 1.1](http://www.europeansocialsurvey.org/download.html?file=ESS7SDDFe01_1&y=2014), which contains the probability of being sampled for all respondents and non-respondents invited to the survey;
* [the data from Contact forms, edition 2.1](http://www.europeansocialsurvey.org/download.html?file=ESS7CFe02_1&y=2014), which provides information about the process of data collection (e.g. number of times the person was approached for a response, ID of interviewer in each approach, conditions of the house/area where the potential respondent lived.). We will call this data the *'paradata'* of the survey;
* [the integrated interviewer data file, edition2.1](http://www.europeansocialsurvey.org/download.html?file=ESS7INTe02_1&y=2014). These are the responses to the survey.

The following sections explain data import, selection, merging and recoding. Readers who are not interested in technical details about datasets can skip them and jump directly into [exploration and presention of the data](#exploring%20and%20presenting%20the%20dataset)

#### Import data

The following chunk of code loads the data sets from a *data* folder in the working directory. The sample data file is stored into the *sample.data* 'data\_frame' object. The contact forms information is stored into the *paradata* folder. Survey responses from the integrated interviewer file are saved in the *responses* object. We also store the weight variables included in the integrated interviewer file in the *original.weights* data\_frame.

sample.data <- read.spss("data/ESS7SDDFe1\_1.sav", to.data.frame = T) %>%  
 filter(cntry == "United Kingdom")  
  
paradata <- read.spss("data/ess7CFe02\_1.sav", to.data.frame = T) %>%  
 filter(cntry == "United Kingdom")   
  
responses <- read.spss("data/ESS7e02\_1.sav", to.data.frame = T) %>%  
 filter(cntry == "United Kingdom")   
  
original.weights <- responses %>% select(idno ,dweight, pspwght, pweight)

#### Select variables

Once the data has been read into R, we select the variables we are going to use in our analysis. Selecting variables is a good practice as the ESS files contain much more information that we need for this example. This will allow us to easily find and see the data that is important for us in this guide. Here we just write the names of the variables we intend to use and we will later explain the content of these in more substantial terms.

vars.sample.data <- c("idno", "psu", "prob")  
  
vars.paradata <- c("idno", "typesamp", "interva", "telnum",   
 "agea\_1", "gendera1", "type", "access",   
 "physa", "littera", "vandaa")  
  
resp.id <- c("idno")  
  
resp.y <- c("cgtsmke", "cgtsday",  
 "alcfreq", "alcwkdy", "alcwknd")  
  
resp.x <- c("vote", "prtvtbgb",  
 "prtclbgb", "prtdgcl",  
 "ctzcntr", "ctzshipc",  
 "brncntr","cntbrthc",  
 "gndr", "agea", "hhmmb","eisced", "region",  
 "pdwrk", "edctn", "uempla", "uempli", "rtrd",  
 "wrkctra", "hinctnta")

We will also keep the variable labels from the SPSS (.sav) file, although these are not so common in R.

selected.labels.sample.data <- attributes(sample.data)$variable.labels[which(names(sample.data) %in% vars.sample.data)]  
  
selected.labels.paradata <- attributes(paradata)$variable.labels[which(names(paradata) %in% vars.paradata)]  
  
selected.labels.responses <- attributes(responses)$variable.labels[which(names(responses) %in% c(resp.y, resp.x))]   
  
attributes(responses)$variable.labels %>%   
 cbind(names(responses),.) %>%   
 as\_data\_frame %>%   
 write\_csv("interim\_output/variable\_labels.csv")

Now we do the selection of variables from the three data sets using the names of the variables written a couple of code chunks ago.

sample.data %<>%   
 .[vars.sample.data]  
  
paradata %<>%  
 .[vars.paradata]  
  
responses %<>%  
 .[which(names(responses) %in% c(resp.id, resp.y, resp.x))]

#### Merging datafiles

After selecting the variables for the analysis, we merge the 'paradata' file containing all sampled units (respondents and non-respondents) with the 'survey responses' file, containing interview responses (only for respondents). The resulting data\_frame is the 'data' object. It contains the 'paradata' information for all sampled individuals and responses for those that were interviewed successfully.

In a real situation where we collect the data ourselves we would also have a 'survey frame'. This 'survey frame' would ideally include include all units from the population and characteristics of these such as stratification variables. A survey frame would include sampled units (respondents and non-respondents) as well as non-sampled units.

data <- paradata %>%  
 left\_join(sample.data, by = "idno") %>%  
 left\_join(responses, by = "idno") %>%  
 arrange(interva)   
  
rm(paradata,  
 sample.data,  
 responses)

Here we add the variable labels to the datasets with we kept before.

attributes(data)$variable.labels <- c(selected.labels.paradata, selected.labels.sample.data[!names(selected.labels.sample.data) %in% "idno"],  
 selected.labels.responses)

#### Recoding

Here we will recode our two dependent variables: cigarette and alcohol consumption. All those respondents that don't smoke should have a 0 in the **cigarretes smoked per day** variable. To calculate the **alcohol consumption** of respondents, we first calculate the daily consumption of alcohol if they were to consume alcohol daily and then weight by their stated frequency of alcohol consumption.

data$cgtsday[data$cgtsmke %in% c("I have never smoked",  
 "I don't smoke now but I used to",  
 "I have only smoked a few times")] <- 0  
  
data$alcohol\_day <- NA   
data$alcohol\_day <- (data$alcwkdy \* 5 + data$alcwknd \*2)/7   
  
data$alcohol\_day[which(data$alcfreq == "Several times a week")] <- data$alcohol\_day / 2.5  
data$alcohol\_day[which(data$alcfreq == "Once a week")] <- data$alcohol\_day/7  
data$alcohol\_day[which(data$alcfreq == "2-3 times a month")] <- data$alcohol\_day/10  
data$alcohol\_day[which(data$alcfreq == "Once a month")] <- data$alcohol\_day/30  
data$alcohol\_day[which(data$alcfreq == "Less than once a month")] <- data$alcohol\_day/50  
data$alcohol\_day[which(data$alcfreq == "Never")] <- 0  
  
resp.y <- c(resp.y, "alcohol\_day")

### Exploring and presenting the dataset

The merged data set contains sampled **respondents and non-respondents**. It contains a total of 5600 units and 39 variables.

dim(data)

## [1] 5600 39

The data set contains information about 2265 respondents and 3335 non-respondents.

And this is a list of the variables it contains (with their labels). **idno** is the individual identification variable.

data.variables <- cbind(names(data),attributes(data)$variable.labels) %>%   
 as\_data\_frame()  
  
data.variables$V2 <- format(data.variables$V2 , justify = "left")  
  
data.variables %>%  
 print(n = 40)

## # A tibble: 39 x 2  
## V1 V2  
## <chr> <chr>  
## 1 idno Respondent's identification number   
## 2 typesamp Type of the sample   
## 3 interva Interview information for the sample unit   
## 4 telnum Telephone number   
## 5 agea\_1 Estimation of age of respondent or household member who refuses, by interviewer  
## 6 gendera1 Gender of respondent or household member who refuses, recorded by interviewer   
## 7 type Type of house respondent lives in   
## 8 access Entry phone or locked gate/door before reaching respondent's individual door   
## 9 physa Assessment overall physical condition building/house   
## 10 littera Amount of litter and rubbish in the immediate vicinity   
## 11 vandaa Amount of vandalism and graffiti in the immediate vicinity   
## 12 psu PSU   
## 13 prob PROB   
## 14 vote Voted last national election   
## 15 prtvtbgb Party voted for in last national election, United Kingdom   
## 16 prtclbgb Which party feel closer to, United Kingdom   
## 17 prtdgcl How close to party   
## 18 ctzcntr Citizen of country   
## 19 ctzshipc Citizenship   
## 20 brncntr Born in country   
## 21 cntbrthc Country of birth   
## 22 cgtsmke Cigarettes smoking behaviour   
## 23 cgtsday How many cigarettes smoke on typical day   
## 24 alcfreq How often drink alcohol   
## 25 alcwkdy Grams alcohol, last time drinking on a weekday, Monday to Thursday   
## 26 alcwknd Grams alcohol, last time drinking on a weekend day, Friday to Sunday   
## 27 hhmmb Number of people living regularly as member of household   
## 28 gndr Gender   
## 29 agea Age of respondent, calculated   
## 30 eisced Highest level of education, ES - ISCED   
## 31 pdwrk Doing last 7 days: paid work   
## 32 edctn Doing last 7 days: education   
## 33 uempla Doing last 7 days: unemployed, actively looking for job   
## 34 uempli Doing last 7 days: unemployed, not actively looking for job   
## 35 rtrd Doing last 7 days: retired   
## 36 wrkctra Employment contract unlimited or limited duration   
## 37 hinctnta Household's total net income, all sources   
## 38 region Region   
## 39 alcohol\_day Respondent's identification number

rm(data.variables)

The goal of this guide will be to to give UK population estimates for cigarette and alcohol consumption based on ESS respondents. These will be our *Y* variables or variables of interest. The idea is to give descriptives of the distribution of these two variables (such as quantiles and mean) and then a simple extrapolation and compute total cigarette and alcohol consumption for the whole UK.

These are our *Y* variables:

* **cgtsday** : Number of cigarettes smoked on a typical day.
* **alcohol\_day** : Grams of alcohol ingested on a daily basis. Computed in the [*Recoding*](#recoding) section from the amount of alcohol drank last time during weekdays and weekend.

data[resp.y] %>%  
 as\_data\_frame() %>%  
 print()

## # A tibble: 5,600 x 6  
## cgtsmke cgtsday alcfreq alcwkdy alcwknd alcohol\_day  
## \* <fctr> <dbl> <fctr> <dbl> <dbl> <dbl>  
## 1 I have never smoked 0 Once a week 0 8 0.32653061  
## 2 I smoke daily 10 Once a week 48 96 8.81632653  
## 3 I have never smoked 0 Several times a week 42 0 0.91428571  
## 4 I have never smoked 0 Never NA NA 0.00000000  
## 5 I smoke daily 20 2-3 times a month 55 0 0.03265306  
## 6 I don't smoke now but I used to 0 Several times a week 26 32 24.68571429  
## 7 I don't smoke now but I used to 0 Once a week 17 0 0.13061224  
## 8 I smoke daily 15 Never NA NA 0.00000000  
## 9 I have never smoked 0 Never NA NA 0.00000000  
## 10 I smoke daily 20 Several times a week 42 121 12.00000000  
## # ... with 5,590 more rows

#### Paradata variables

The 7th ESS survey contains variables which give information about the data collection process. First, we have some variables that come from the 'sample data (SDDF)' file. These contain info about the 'primary sampling unit' and the probability of each unit of being selected in the sample. These two variables are only available for respondents. In a real project we would most probably have to compute the probability of being sampled ourselves.

* **psu**: This variable includes information on the primary sampling unit (PSU). In the UK this refers to the 'postcode address file'.
* **prob**: Probability of being included in the sample (i.e. approached for survey).

data[vars.sample.data] %>%  
 as\_data\_frame() %>%  
 print()

## # A tibble: 5,600 x 3  
## idno psu prob  
## \* <dbl> <dbl> <dbl>  
## 1 100000003 9388 0.00020306164  
## 2 100000005 9241 0.00020306164  
## 3 100000008 9472 0.00020306164  
## 4 100000009 9450 0.00005076541  
## 5 100000010 9479 0.00010153082  
## 6 100000012 9460 0.00010153082  
## 7 100000015 9440 0.00010153082  
## 8 100000016 9494 0.00020306164  
## 9 100000017 9376 0.00010153082  
## 10 100000020 9273 0.00010153082  
## # ... with 5,590 more rows

The 7th ESS also contains variables for all sampled units (i.e. respondents and non-respondents). These give information about the events that occurred during the data collection process. We will use these variables as covariates during the computation of **Non-response weights** in [step two](#nonresponse%20weights).

* **typesamp**: Refers to the type of unit sampled. In the UK addresses were the final sampling units. In some other countries these were households and individual people.
* **interva**: Shows the final outcome of the contact. In the UK sample, only codes 'Complete ...' and 'No interview ...' were used for respondents and non-respondents respectively.
* **telnum**: The interviewed person gave his/her mobile phone to the interviewer.
* **agea\_1**: Interviewer estimation of age of respondent or household member who refuses to give the interview.
* **gendera1**: Interviewer estimation of gender of respondent or household member who refuses to give the interview.
* **type**: Type of house sampled unit lives in.
* **access**: Entry phone or locked gate/door before reaching respondent's individual door.
* **physa**: Interviewer assessment overall physical condition building/house.
* **littera**: Interviewer assessment of amount of litter and rubbish in the immediate vicinity.
* **vandaa**: Interviewer assessment of amount of vandalism and graffiti in the immediate vicinity.

data[vars.paradata] %>%  
 head(6)

## idno typesamp interva telnum  
## 1 100000003 Address Complete and valid interview related to CF Present  
## 2 100000005 Address Complete and valid interview related to CF Present  
## 3 100000008 Address Complete and valid interview related to CF Present  
## 4 100000009 Address Complete and valid interview related to CF Present  
## 5 100000010 Address Complete and valid interview related to CF Present  
## 6 100000012 Address Complete and valid interview related to CF Present  
## agea\_1 gendera1 type access  
## 1 <NA> <NA> Single unit: Terraced house No, neither of these  
## 2 <NA> <NA> Single unit: Semi-detached house No, neither of these  
## 3 <NA> <NA> Single unit: Terraced house Yes, locked gate/door  
## 4 <NA> <NA> Single unit: Semi-detached house No, neither of these  
## 5 <NA> <NA> Single unit: Terraced house No, neither of these  
## 6 <NA> <NA> Single unit: Terraced house No, neither of these  
## physa littera vandaa  
## 1 Satisfactory Small amount None or almost none  
## 2 Good None or almost none None or almost none  
## 3 Good None or almost none None or almost none  
## 4 Satisfactory Large amount None or almost none  
## 5 Satisfactory None or almost none None or almost none  
## 6 Very good None or almost none None or almost none

#### Survey responses

Apart from the variables of interest (cigarette and alcohol consumption) our dataset has other variables obtained from survey responses. Obviously, these are only available for respondents. We will try to use some of these variables to calibrate the survey in [**Use of auxiliary data/calibration** step](#calibration). Some of these variables are:

* **vote**: Voted last national election (Yes/No)
* **prtvtbgb**: Party voted for in last national election
* **prtclbgb**: Which party feel closer to, United Kingdom
* **prtdgcl**: How close does the repondent feel to the party party from 'prtclbgb'
* **ctzcntr**: Has UK citizenship (Yes/No)
* **ctzshipc**: Citizenship of respondent
* **brncntr**:Respondent born in the UK
* **cntbrthc**: Respondent country of birth
* **gndr**: Gender of respondent
* **agea**: Calculated age of respondent
* **eisced**: Highest level of education of respondent
* **pdwrk**: In paid work
* **edctn**: In education
* **uempla**: In unemployment, actively looking for a job
* **uempli**: In unemployment, not actively looking for a job
* **rtrd**: Retired
* **wrkctra**: Employment contract unlimited or limited duration
* **hinctnta**: Household's total net income, all sources

data[c(resp.id, resp.x)] %>%  
 head(6)

## idno vote prtvtbgb prtclbgb prtdgcl ctzcntr ctzshipc  
## 1 100000003 Yes Liberal Democrat <NA> <NA> Yes <NA>  
## 2 100000005 Yes Liberal Democrat <NA> <NA> Yes <NA>  
## 3 100000008 Yes Labour Labour Not close Yes <NA>  
## 4 100000009 Yes Labour <NA> <NA> Yes <NA>  
## 5 100000010 No <NA> <NA> <NA> Yes <NA>  
## 6 100000012 No <NA> <NA> <NA> Yes <NA>  
## brncntr cntbrthc gndr agea hhmmb  
## 1 Yes <NA> Female 49 1  
## 2 Yes <NA> Female 45 2  
## 3 Yes <NA> Male 76 1  
## 4 No <NA> Male 50 5  
## 5 Yes <NA> Male 67 2  
## 6 Yes <NA> Female 31 2  
## eisced  
## 1 ES-ISCED V2, higher tertiary education, >= MA level  
## 2 ES-ISCED V1, lower tertiary education, BA level  
## 3 ES-ISCED I , less than lower secondary  
## 4 ES-ISCED II, lower secondary  
## 5 ES-ISCED I , less than lower secondary  
## 6 ES-ISCED IIIa, upper tier upper secondary  
## region pdwrk edctn uempla uempli  
## 1 West Midlands (England) Marked Not marked Not marked Not marked  
## 2 Scotland Marked Not marked Not marked Not marked  
## 3 East Midlands (England) Not marked Not marked Not marked Not marked  
## 4 South East (England) Not marked Not marked Not marked Not marked  
## 5 Yorkshire and the Humber Not marked Not marked Not marked Not marked  
## 6 South West (England) Marked Not marked Not marked Not marked  
## rtrd wrkctra hinctnta  
## 1 Not marked Unlimited M - 4th decile  
## 2 Not marked No contract R - 2nd decile  
## 3 Marked Unlimited R - 2nd decile  
## 4 Not marked Unlimited S - 6th decile  
## 5 Marked <NA> J - 1st decile  
## 6 Not marked Unlimited F - 5th decile

## Step 1: Design weights

The first step in weighing is taking into account the different probabilities of being sampled that respondents may have. The 7th ESS did not use a register of people in the UK (in other countries they did). They first selected postcode sectors from the Post Office’s small user postcode address file (PAF) merging smaller sectors. The probability of each PAF of being selected was proportional to the number of addresses it contained. Then, they selected 20 addresses inside of each sampled PAF and a dwelling for each address. For each dewlling they selected a household and then a person in each household. The full explanation of the sampling procedure is given in page 163 of The data documentation report ([Edition 3.1](http://www.europeansocialsurvey.org/docs/round7/survey/ESS7_data_documentation_report_e03_1.pdf)).

This sampling design is typical of survey frames where there is an available/public list of addresses but not a list of households or individuals. If we don't weight this survey, we would probably over-represent people in addresses that have smaller number of dwellings, dwellings that include smaller number of households and households that comprise smaller number of people (we will actually see this below).

Fortunately for us, the probablity of each respondent of being sampled was computed by national experts and included in the 7th ESS dataset. In many projects, however, we would have to compute sampling probailities ourselves[[1]](#footnote-42). A basic but important test that should be performed after computing the probabilities is **making sure that all probabilities are between 0 and 1**.

We will perform this test in the next chunk of code, which should give us an error if any of the probabilities is not in the interval .

probabilities <- data %>%  
 summarise(min.probability = min(prob, na.rm = T),  
 max.probability = max(prob, na.rm = T)) %>%  
 as.vector()  
  
print(probabilities)

## min.probability max.probability  
## 1 0.00001269135 0.0002030616

if(probabilities$min.probability < 0){stop("Minimum probability of being sampled is smaller than 0. Review sampling probabilities before computing base weights.")}else if(probabilities$max.probability > 1){stop("Maximum probability of being sampled is larger than 1. Review sampling probabilities before computing base weights.")}  
  
rm(probabilities)

We see that there are actually 16 unique sampling probabilities computed in the dataset.

unique(sort(data$prob))

## [1] 0.00001269135 0.00001682761 0.00001692180 0.00001846015 0.00002030616  
## [6] 0.00002256240 0.00002538271 0.00002900881 0.00003384361 0.00004061233  
## [11] 0.00005076541 0.00006768721 0.00010153082 0.00013681033 0.00020306164

The vast majority of respondents had probability of 0.0001015 or 0.00020306 (i.e. one in 9849 and one in 4925). We see a minority of around 15% of observations with smaller probabilities. These probabilities might seem very small. This is because the whole population is very large and the survey only sampled a small part of it.

table(round(data$prob\*100,6))

##   
## 0.001269 0.001683 0.001692 0.001846 0.002031 0.002256 0.002538 0.002901   
## 1 1 1 2 1 6 1 1   
## 0.003384 0.004061 0.005077 0.006769 0.010153 0.013681 0.020306   
## 6 22 101 188 1144 2 787

ggplot(data, aes(x = prob)) +  
 geom\_histogram()

![](data:image/png;base64,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)

The sampling probability of respondents seems to be related to the type of dwelling of respondents and the number of people in their household. We would have expected this as some types of dwellings might tend to be linked to a single address. For other (smaller) types there might usually be many dwellings sharing the same address[[2]](#footnote-44). Something similar would happen for size of household. Individuals in large households would have smaller probabilities of being sampled than individuals who are the only person in the household.

These differences in sampling probabilities across dweling type and household size show that, without any kind of adjustment, our sample would over-represent people living in certain types of dweling (e.g. 'Multi-unit house, flat') and people living in small households. If respondents from living in different types of dwellings and household sizes had differences in our *'Y'* variables (e.g. smoked more or drank more alcohol) then our estimates from the survey sample would be biased.

data %>%  
 filter(!is.na(prob)) %>%  
 group\_by(type) %>%  
 summarise(n = n(),  
 mean.prob.percentage = mean(prob, na.rm = T)\*100) %>%  
 arrange(desc(mean.prob.percentage))

## # A tibble: 11 x 3  
## type n mean.prob.percentage  
## <fctr> <int> <dbl>  
## 1 NA 1 0.02030616  
## 2 Multi-unit: Sheltered/retirement housing 21 0.01869456  
## 3 Multi-unit house, flat 346 0.01617988  
## 4 Other 15 0.01601931  
## 5 House-trailer or boat 3 0.01353744  
## 6 Single unit: Terraced house 591 0.01338198  
## 7 Only housing unit in building with other purpose 7 0.01305396  
## 8 Single unit: Semi-detached house 670 0.01213712  
## 9 Single unit: Detached house 582 0.01173768  
## 10 Farm 24 0.01149272  
## 11 Multi-unit: Student apartments, rooms 4 0.00412469

data %<>%  
 mutate(hhmmb.factor = as.factor(hhmmb) %>% fct\_recode(`+5` = "6",  
 `+5` = "7",  
 `+5` = "8"))  
  
data %>%  
 filter(!is.na(prob)) %>%  
 filter(!is.na(hhmmb.factor)) %>%  
 group\_by(hhmmb.factor) %>%  
 summarise(n = n(),  
 mean.prob.percentage = mean(prob, na.rm = T)\*100) %>%  
 arrange(desc(mean.prob.percentage))

## # A tibble: 6 x 3  
## hhmmb.factor n mean.prob.percentage  
## <fctr> <int> <dbl>  
## 1 1 745 0.019260215  
## 2 2 764 0.010841915  
## 3 3 301 0.009803027  
## 4 4 303 0.009026823  
## 5 5 118 0.008328013  
## 6 +5 33 0.007486616

To solve these differences in sampling probabilities we have to compute **design weights** (sometimes also called **base weights**. The design weights are equal to the inverse of the probability of inclusion to the sample. Therefore, the design weight (*d0*) of a respondent (*i*) will be equal to: where is the probability of that unit of being included in the sampling.

Here we compute the design weight from the probability given in the ESS database.

data %<>%  
 mutate(base.weight = 1/prob)  
  
data %>%  
 select(prob, base.weight) %>% head(10)

## prob base.weight  
## 1 0.00020306164 4924.613  
## 2 0.00020306164 4924.613  
## 3 0.00020306164 4924.613  
## 4 0.00005076541 19698.452  
## 5 0.00010153082 9849.226  
## 6 0.00010153082 9849.226  
## 7 0.00010153082 9849.226  
## 8 0.00020306164 4924.613  
## 9 0.00010153082 9849.226  
## 10 0.00010153082 9849.226

A simple interpretation of design weights it 'the number of units in our population that each unit in our sample represents'. There is a simple but important test that we should perform after computing design weights. **The sum of all design weights should be equal to the total number of units in our population**. The ESS dataset for UK only included sampling probabilities for respondents (i.e. sampled units that responded to the survey!) but they did not include sampling probabilities of non-respondents. We can guess that this is because sampling probability depends on information that is obtained from the interview (i.e. number of people in household, number of households in dwelling, number of dwellings in adress, etc.). Not knowing the sampling probability for some sampled units is not an optimal situation.

The sum of our computed weights in the ESS dataset with 2,265 respondents equals 21,338,524. Doing a very simple Extrapolation to include the 3,335 non-respondents would give us a sum of weights equal to 52,757,499. This last figure would be much closer to the total UK population over 15.

It is a common practice for many researchers to scale the weights so that their sum equals the sample size (instead of the population size). Scaled weights would equally adjust for differences in sampling probabilities.

Here we compute our scaled design weights and we compare them with the ones given in the ESS dataset. We see that our weights scaled (*base.weigth.scaled*) are almost equal to those computed in the ESS dataset (*dweigth*). The small differences are probably due to rounding error.

data %>%  
 filter(!is.na(base.weight)) %>%   
 select(idno, base.weight) %>%  
 mutate(base.weight.scaled = base.weight/sum(base.weight, na.rm = T)\*nrow(data[!is.na(data$prob),])) %>%  
 left\_join(original.weights %>% select(idno, dweight),  
 by = "idno") %>% head(10)

## idno base.weight base.weight.scaled dweight  
## 1 100000003 4924.613 0.5224974 0.526796  
## 2 100000005 4924.613 0.5224974 0.526796  
## 3 100000008 4924.613 0.5224974 0.526796  
## 4 100000009 19698.452 2.0899897 2.107184  
## 5 100000010 9849.226 1.0449949 1.053592  
## 6 100000012 9849.226 1.0449949 1.053592  
## 7 100000015 9849.226 1.0449949 1.053592  
## 8 100000016 4924.613 0.5224974 0.526796  
## 9 100000017 9849.226 1.0449949 1.053592  
## 10 100000020 9849.226 1.0449949 1.053592

data %<>%  
 mutate(base.weight.scaled = base.weight/sum(base.weight, na.rm = T)\*nrow(data[!is.na(data$prob),]))

As we mentioned before, design weights should sum up to the entire population from which the sample is drawn or to the total number of respondents if scaled as they did in the ESS. In this example both sums should equal 2,265.

data %>%  
 left\_join(original.weights %>% select(idno, dweight),  
 by = "idno") %>%  
 summarise(sum.all.base.weights.scaled = sum(base.weight.scaled, na.rm = T) %>% round(0),  
 sum.all.design.weights.ess = sum(dweight, na.rm = T) %>% round(0))

## sum.all.base.weights.scaled sum.all.design.weights.ess  
## 1 2264 2264

## Step 2: Non-response weights

### What are of non-response weights?

The second basic step in weighting a survey is accounting for differences in the propensity to respond. Imagine a situation in which a profile of sampled units (e.g. lower income people) had higher propensity to respond than another profile (e.g. people with higher incomes). Imagine as well that the characteristics of both profiles were associated to our *'Y'* variables, here alcohol and cigarretes consumption (e.g. people with lower income smoking and drinking more than people with higher income). As we then would have a larger proportion of lower income/smokers in our sampleour analyses would be biased.

If we compute the sample ourselves, we can also compute the probability of a unit of being sampled. Computing the probability of replying to the survey is, however, slightly more challenging. We can not direclty observe the probability of a unit of replying to the survey, therefore we need to estimate it. This is done using information which we know for both respondent and non-respondent units. Here it is useful to think about the probability of response as a latent variable (i.e. not directly observable).

There are two main ways of using this information. The first one would be creating cells from variable intersections (i.e. sampled units 15-24 & countryside; 15-24 & cities; 25-34 & countryside, etc.) and then calculate the probability of response in each cell. The second method is to estimate the probability of response by modelling it.

The first approach has the advantage of being more simple. However, computing a large number of cells from crossing variable could most probably lead to having empty cells or cells with a very small number of sampled units. The probability estimated for these cells with smaller number of units could be far from the real one. We could apply it if we thought that the probability of responding can actually be explained by the variable intersections we used.

The second approach (explained in ['Propensity adjustment' section](#propensity_adjustment) below) relies on the modelling skills of the researcher computing the weights. In order to estimate the proability of response we need to predict it. 'Predictive modelling' is slightly different than the usual 'inference modelling'. Here we are not interested in understanding the causes of differences in response propensities. We are just interested in predicting these. Therefore, we should take a 'data driven' approach that differs from those we usually see in social sciences. For an excellent introduction to 'predictive statistics' you can check the free book ['An Introduction to Statistical Learning' by James et al.](http://www-bcf.usc.edu/~gareth/ISL/).

This is not a guide on 'predictive modelling'. However, it might be worth it to very briefly explain the basic principle behind it. We should try to build a model which is able to estimate the probability using only 'relevant' information and excluding 'noise' from the model. Therefore, a predictive model should be fitting the observed data well enough but at the same time not too specific to it.

For this specific case of non-response weighting, we are especially interested in using propensity predictors which are related to both the response propensity and our dependent variables.

Here we will use the paradata information to model the probability of response. The variables describing the type of house and the immediate vicinity around houses have a relatively small number of missing values (~ 8%) these missings seem to be related (i.e. all variables missing for certain units). Those sampled units that have missing values on all these paradata variables are always non-respondents. It would be useful to know why this pattern exists. We would guess that these are sampled units which interviewers could not reach for some reason. For this analysis, we will ignore this fact and not use these units with missing values in ALL paradata variables. This should only result in a linear transformation of the estimated probabilities of response. Moreover, we can later adjust our model to 'undo' this transformation.

data.nonresponse.model <- data[vars.paradata] %>% select(idno, interva, type:vandaa)  
  
data.nonresponse.model$all.missing <- NA  
  
data.nonresponse.model$all.missing[is.na(data.nonresponse.model$type) &  
 is.na(data.nonresponse.model$access) &  
 is.na(data.nonresponse.model$physa) &   
 is.na(data.nonresponse.model$littera) &  
 is.na(data.nonresponse.model$vandaa)] <- 1  
  
data.nonresponse.model %<>%  
 filter(is.na(all.missing)) %>%  
 select(-all.missing)  
  
indep.vars.nonresponse <- c("type", "access", "physa", "littera", "vandaa")  
  
data.nonresponse.model[,c("type", "access")] %<>% map(function(x){as.character(x)})  
  
#data.nonresponse.model %>% map(function(x){sum(is.na(x))})  
  
# Missing category for missings in multinomial variables.  
   
for(i in c("type", "access")) {  
 data.nonresponse.model[[i]][is.na(data.nonresponse.model[[i]])] <- "Missing"  
   
}  
  
# Mean imputation for ordinal variables.  
  
for(i in c("physa", "littera", "vandaa")) {  
 data.nonresponse.model[[i]][is.na(data.nonresponse.model[[i]])] <- levels(data.nonresponse.model[[i]])[median(data.nonresponse.model[[i]] %>% as.numeric(), na.rm = T) ]   
   
}  
  
for(i in c("physa", "littera", "vandaa")) {  
 data.nonresponse.model[[i]] <- as.ordered(data.nonresponse.model[[i]])  
  
   
}  
  
data.nonresponse.model %<>%  
 mutate(response = as.numeric(as.numeric(interva) == 1))  
  
data %<>%  
 mutate(response = as.numeric(as.numeric(interva) == 1))

### Estimating response propensities using logistic regression

Valliant et al (2013) recommend estimating the response propensities and then grouping them in classes. The grouping step should avoid extreme weights. One way of estimating the response propensities is using logistic regression. This logistic regression should be unweighted. Later in this section we will try other ways of computing estimates of response propensities.

In order to do a logistic regression in R, we need to specify the dependent variable (response) and predictors (type, access, physa, littera and vandaa) in a formula. Then we input the formula and the dataset into the *'glm'* function with a *'family = binomial'* argument.

The following output shows the first six estimated response propensities of our dataset.

formula <- as.formula("response ~ type + access + physa + littera + vandaa")  
  
options(na.action = 'na.pass')  
  
x.matrix <- model.matrix(formula, data = data.nonresponse.model)[, -1]  
  
log.reg.m <- glm(formula,   
 data = data.nonresponse.model,  
 family = "binomial")  
  
coef.response.log <- coef(log.reg.m)  
  
predicted.log <- log.reg.m$fitted.values  
  
data.nonresponse.model$predicted.log <- predicted.log  
  
predicted.log %>% head()

## 1 2 3 4 5 6   
## 0.4101303 0.4586384 0.4675598 0.5551654 0.4117369 0.5143249

As explained before, we are now computing our estimates from a subset of sampled units. This does not take into account many non-respondents which had missing values in all predictors of our non-response model. This means that the previous propensities are slightly overestimated. This is because the response rate in our full dataset is 40.4% and in our subset used for non-response adjustment is 44.1%. This is not entirely related to non-response weight adjustment so we will just compute the new estimates with modified intercept in the next chunk and skip the explanation on how to perform the trasformation. For an excellent description on how it's done readers can check Stanford University's online course on [SP Statistical Learning](https://lagunita.stanford.edu/courses/HumanitiesSciences/StatLearning/Winter2016/info).

Below the next chunk of code you can see the first six transformed estimated response propensities of our dataset.

resp.pop <- mean(data$response)  
   
resp.subgroup <- mean(data.nonresponse.model$response)  
  
log.reg.m$coefficients[1] <- coef(log.reg.m)[[1]] + log(resp.pop/(1-resp.pop) - log(resp.subgroup/(1-resp.subgroup)) )  
  
rm(resp.pop, resp.subgroup)  
  
predicted.log.tr <- predict(log.reg.m, data.nonresponse.model, type = "response")  
  
data.nonresponse.model$predicted.log.tr <- predicted.log.tr  
  
predicted.log.tr %>% head()

## 1 2 3 4 5 6   
## 0.3886949 0.4365441 0.4453892 0.5329992 0.3902731 0.4919858

rm(coef.response.log, formula, i)

### Creating non-response adjustment classes

Here we will follow the procedure for creating classes explained in pag. 329 of Valliant et al.(2013). From their text it is not so clear how many classes should be created.

Looking at the distribution of estimated probabilities of response, we observe a large majority of values between 0.4 and 0.5. However, there are several outliers at both ends of the distribution.

As there is not so much dispersion in values in the middle of the distribution, creating classess accoring to quintiles might not be the best way to account for differences in estimated response propensities. However, other methods might create classess which are too specific to outliers. This is kind of a bias-variance trade off. If we fit broad classes which encompass very different estimated probabilities within them, we will be adjusting less and so keeping more bias in our estiamtes. If we create tight classes capturing these outliers, then we will have large differences in weights and so more variance in our estimates.

predicted.log.tr %>% quantile(probs = seq(0,1,0.05)) %>% round(4)

## 0% 5% 10% 15% 20% 25% 30% 35% 40% 45%   
## 0.0124 0.2878 0.3457 0.3638 0.3887 0.3903 0.4022 0.4038 0.4211 0.4227   
## 50% 55% 60% 65% 70% 75% 80% 85% 90% 95%   
## 0.4227 0.4365 0.4365 0.4365 0.4370 0.4370 0.4626 0.5061 0.5065 0.5065   
## 100%   
## 0.7526

These are the 5 classes created using 20th, 40th, 60th and 80th quintiles.

data.nonresponse.model$predicted.class <- cut(x = data.nonresponse.model$predicted.log.tr, breaks = c(0,quantile(predicted.log.tr, probs = seq(0,1,0.2))[-1] ))  
  
data.nonresponse.model$predicted.class %>% levels()

## [1] "(0,0.389]" "(0.389,0.421]" "(0.421,0.437]" "(0.437,0.463]"  
## [5] "(0.463,0.753]"

Below there is a summary of the estimated propensities included in each of them (in boxplots). We can see that the first and last groups have more dispersion in propensities. The middle three groups have very little dispersion and are similar between them. In this case they are so similar that we could even consider merging them into one single group.

ggplot(data.nonresponse.model, aes(x = predicted.class, y = predicted.log.tr)) +  
 geom\_boxplot()

![](data:image/png;base64,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)

To compute the non-response weights, we can use the mean estimated probability of response in each class.

data.nonresponse.model %>%  
 group\_by(predicted.class) %>%  
 summarise(mean.prob = mean(predicted.log.tr) %>% round(4))

## # A tibble: 5 x 2  
## predicted.class mean.prob  
## <fctr> <dbl>  
## 1 (0,0.389] 0.3283  
## 2 (0.389,0.421] 0.4016  
## 3 (0.421,0.437] 0.4310  
## 4 (0.437,0.463] 0.4387  
## 5 (0.463,0.753] 0.5145

And then we can compute the non-response weight as the inverse of the mean probabilities in each class.

data.nonresponse.model %<>% left\_join(  
data.nonresponse.model %>%  
 group\_by(predicted.class) %>%  
 summarise(mean.prob = mean(predicted.log.tr) ), by = "predicted.class")  
  
data.nonresponse.model %<>%  
 mutate(nonresp.weight = round(1/mean.prob, 4) )  
  
data.nonresponse.model$nonresp.weight %>% unique %>% sort

## [1] 1.9435 2.2793 2.3201 2.4900 3.0463

### Testing non-response adjustment classes

After creating the classes, a good practice would be to check for covariate balance. This procedure is explained in pag. 330 of Valliant et al.(2013). Units in the same class should have similar values in covariates. At the same time, we would ideally find differencess between classes. In other words, here we would check if classes are made of homogeneous units (within-class check) and if they really distinguish different profiles of these (between-class check). For the within-group check, we are especially interested in checking if profiles of respondents and non-respondents within each class are similar.

The best way of doing this analysis might be fitting two different regressions for each covariate[[3]](#footnote-53). As an example we will do the balance analysis for the ordinal covariate *physa*. In a real analysis this should be repeated for all covariates.

For the between-class check, we can fit a model only with class predictors. This should show if classes explain differences in covariate variables. As we have an ordinal covariate (*physa*) with four categories (*'Very bad'*, *'Bad'*, *'Satisfactory'*, *'Good'*, *'Very good'*), we will use an ordered logistic regression. An alternative would be to treat the covariate as a continous varaible and use an OLS regression.

The variable *physa* compares the 'Overall physical condition building/house'. The variable is negativelly coded so larger values mean worse physical condition. The coefficients of the ordered logistic regression show that the larger the estimated propensity, the smaller the probability of being in bad physical conditions. Therefore, people in houses with worse physical conditions would have smaller response propensity and so be underrepresented in our sample. From the coefficients below we see that the classes we have created for non-response adjustment somehow explain differences in our analysed covariate. However, ideally we would have a more clear effect of classes on our covariate. We see that the second adjustment class created (that for estimated propensities between 0.41 and 0.443) actually has larger probabilities of having worse physical conditions than the base category (0 to 0.41). At the same time, the third and fourth categories (0.443 to 0.459) and (0.459 to 0.485) have very similar coefficients, which might indicate that they do not really distinguish different classes of sampled units.

formula. <- as.formula("physa ~ predicted.class")  
  
test.between.model <- polr(formula = formula., data = data.nonresponse.model, method = "logistic")  
  
ctable.between <- coef(summary(test.between.model))  
  
p <- pnorm(abs(ctable.between[, "t value"]), lower.tail = FALSE) %>% round(4)  
  
ctable.between <- cbind(ctable.between, "p value" = p)  
  
ctable.between

## Value Std. Error t value p value  
## predicted.class(0.389,0.421] 0.4616699 0.08909791 5.181602 0  
## predicted.class(0.421,0.437] -3.0018358 0.10543331 -28.471419 0  
## predicted.class(0.437,0.463] -2.8379051 0.12184972 -23.290207 0  
## predicted.class(0.463,0.753] -7.1107000 0.14993912 -47.423915 0  
## Very good|Good -5.1316957 0.11232331 -45.686826 0  
## Good|Satisfactory -0.6246051 0.06405379 -9.751260 0  
## Satisfactory|Bad 2.5006755 0.08826855 28.330310 0  
## Bad|Very bad 4.6467655 0.20292616 22.898799 0

For the within-class check, we can extend our model to include interactions between class and response. This will check if, within a non-response class, there are differences between respondents and non-respondents in our covariate *physa* (ideally they wouldn't be and we would not find them).

In this second test (see coefficients below) we see that one of the interactions has a significant coefficient at 5% confidence level. Ideally, all interaction terms would be non-significant, meaning that we do not observe within-group differences between respondents and non-respondents in our covariates. A way of dealing with this situation with one significant coefficient would be to explore other ways of spliting units into classes. However, as explained before, these other categorisations would have drawbacks in terms of inflated variance. Moreover, if we have a large number of classes and covariates, we would expect to find significant coefficients just by chance. Therefore, as long as these unbalances do not occur for most classes and covariates, reporting these unbalances should be enough. In this example, we see that the differences in the physical condition of their houses we observe within each computed class respondents and non-respondents are so small that might be due to sampling error[[4]](#footnote-54).

formula. <- as.formula("physa ~ response + predicted.class + response \* predicted.class")  
  
test.within.model <- polr(formula = formula., data = data.nonresponse.model, method = "logistic")  
  
ctable.within <- coef(summary(test.within.model))  
  
p <- pnorm(abs(ctable.within[, "t value"]), lower.tail = FALSE) %>% round(4)  
  
ctable.within <- cbind(ctable.within, "p value" = p)  
  
ctable.within

## Value Std. Error t value  
## response 0.16629093 0.12952169 1.28388484  
## predicted.class(0.389,0.421] 0.59606463 0.11503347 5.18166279  
## predicted.class(0.421,0.437] -2.93757529 0.12899719 -22.77239763  
## predicted.class(0.437,0.463] -2.70924911 0.15584853 -17.38386062  
## predicted.class(0.463,0.753] -7.13945161 0.19426167 -36.75172547  
## response:predicted.class(0.389,0.421] -0.34119548 0.18198801 -1.87482398  
## response:predicted.class(0.421,0.437] -0.18968461 0.18651462 -1.01699595  
## response:predicted.class(0.437,0.463] -0.32814861 0.22822726 -1.43781515  
## response:predicted.class(0.463,0.753] -0.02271575 0.23907967 -0.09501331  
## Very good|Good -5.07916071 0.12147163 -41.81355457  
## Good|Satisfactory -0.56711343 0.07902913 -7.17600521  
## Satisfactory|Bad 2.56185632 0.10036301 25.52590104  
## Bad|Very bad 4.70784119 0.20850649 22.57887082  
## p value  
## response 0.0996  
## predicted.class(0.389,0.421] 0.0000  
## predicted.class(0.421,0.437] 0.0000  
## predicted.class(0.437,0.463] 0.0000  
## predicted.class(0.463,0.753] 0.0000  
## response:predicted.class(0.389,0.421] 0.0304  
## response:predicted.class(0.421,0.437] 0.1546  
## response:predicted.class(0.437,0.463] 0.0752  
## response:predicted.class(0.463,0.753] 0.4622  
## Very good|Good 0.0000  
## Good|Satisfactory 0.0000  
## Satisfactory|Bad 0.0000  
## Bad|Very bad 0.0000

rm(formula., test.within.model, p, indep.vars.nonresponse, i, test.between.model,  
 ctable.between, ctable.within)

### Propensity adjustment (alternative to adjustment classes)

An alternative to computing class adjustments is to directly use the inverse of the estimated probabilities of response. Adjustment classes act are a way of 'smoothing' predictions, avoiding extreme values and overfit. Therefore, they are based on some kind of 'mistrust' of statistical models. Even if they are a standard procedure in survey methodology and backed by solid literature, they might look a bit naive to researchers coming from other areas (e.g. econometrics, genomics, etc.). Adjusting directly with propensity scores relies more on statistical/modelling skills of researchers. Here we will show a couple of alternative methods. As previously explained, these need to avoid being too specific to our data. Instead, they should try to give information on the distribution that generated this data.

#### Estimating response propensities using Cross-validated LASSO Regression

The first method we will try is a penalised regression, more specifically a LASSO regression. Penalised regressions are very similar to a logistic regression but have the particularity of having 'shrinked' coefficients. This reduces the influence of predictors to avoid overfit. It does this by producing a model which would be better to predict 'unseen' data and is less specific to our data. In other words, it tries to avoid noise from our data set into the model. This is done by tunning the penalty parameters with cross-validation (a resampling method).

The first six estimated propensities are the output of the next code chunk.

formula. <- as.formula("response ~ type + access + physa + littera + vandaa")  
  
options(na.action = 'na.pass')  
  
x.matrix <- model.matrix(formula., data = data.nonresponse.model)[, -1]  
  
glm.cv.model <- cv.glmnet(x.matrix, data.nonresponse.model$response, alpha = 1, family="binomial")  
  
predicted.lasso <- predict(glm.cv.model, x.matrix, s = "lambda.min", type = "response")[,1]  
  
data.nonresponse.model$predicted.lasso <- predicted.lasso  
  
head(predicted.lasso)

## 1 2 3 4 5 6   
## 0.4087345 0.4611603 0.4523603 0.4758645 0.4198371 0.5135011

Comparing the predictions obtained with these two methods (logistic regression and cross-validated lasso) we observe that they all give relatively similar values. They are all centered around the same mean, which is the proportion of respondents in our subset. Lasso regression is the more 'rigid' with a smaller standard deviation in its predictions. Logistic regression is almost always slightly more distant of the mean than the lasso regression. It is important to note that our logistic and lasso regressions included only linear parameters (i.e. no squared coefficients nor interactions). Therefore, these were both rather 'rigid' methods. Below we will see that our prediction of response probabilities is relatively poor. This is most probably because our covariates are far from excellent predictors of response propensities[[5]](#footnote-57). Therefore, it might not be worth the time to try more 'flexible' models.

mean(data.nonresponse.model$response)

## [1] 0.4414344

list.comparison <- list()  
  
list.comparison$head.predicted.vals <- cbind(predicted.log, predicted.lasso) %>% head(10)  
  
list.comparison$means <- c(mean.log.reg = mean(predicted.log),   
 mean.lasso = mean(predicted.lasso))   
  
list.comparison$sd <- c(sd.log.reg = sd(predicted.log),   
 sd.lasso = sd(predicted.lasso))   
  
list.comparison

## $head.predicted.vals  
## predicted.log predicted.lasso  
## 1 0.4101303 0.4087345  
## 2 0.4586384 0.4611603  
## 3 0.4675598 0.4523603  
## 4 0.5551654 0.4758645  
## 5 0.4117369 0.4198371  
## 6 0.5143249 0.5135011  
## 7 0.4259045 0.4268628  
## 8 0.4446954 0.4540173  
## 9 0.3908374 0.4105130  
## 10 0.4254382 0.4268628  
##   
## $means  
## mean.log.reg mean.lasso   
## 0.4414344 0.4414344   
##   
## $sd  
## sd.log.reg sd.lasso   
## 0.07217839 0.05818359

rm(list.comparison)

Comparing the fit of both models (below the next chunk), we see that the logistic regression fits a bit better to the whole sample, with 57.6% of success in classifying sample units as respondents vs non-respondents. However, the difference is almost negligible. Moreover, a 58% success in classifying is a rather poor model (by chance we would already expect to correctly classify 50%).

data.nonresponse.model %<>%  
 mutate(predicted.category.log.reg = (predicted.log > 0.5) %>% as.numeric,  
 predicted.category.lasso = (predicted.lasso > 0.5) %>% as.numeric)  
  
train.correct.logreg <- table(data.nonresponse.model$response, data.nonresponse.model$predicted.category.log.reg) %>% diag() %>% sum()/nrow(data.nonresponse.model)  
  
train.correct.lasso <- table(data.nonresponse.model$response, data.nonresponse.model$predicted.category.lasso) %>% diag() %>% sum()/nrow(data.nonresponse.model)  
  
c(train.correct.logreg = train.correct.logreg, train.correct.lasso = train.correct.lasso)

## train.correct.logreg train.correct.lasso   
## 0.5755213 0.5737673

The two chunks below compute the cross-validated ratio of correctly classified units. We would expect these to be lower than the successfuly classified units for the whole sample. This is because cross-validation is a resampling method. We use it to get an idea of how our estimates (e.g. ratio of correctly classified units) would fit the whole statistical population which includes 'unseen' observations (i.e. not only the sample at hand).

Cross-validated ratio of correctly classified units would vary each time we run the procedure. This will not happen here because we set a seed for random procedures at the beginning or the script. We observe that, for both methods, the cross-validated ratio of correctly classified units is slightly lower than the estimate for our sample. Also, both methods have a very similar predictive capacity.

folds <- createFolds(data.nonresponse.model$response, k = 10, list = TRUE, returnTrain = FALSE)  
  
formula. <- as.formula("response ~ type + access + physa + littera + vandaa")  
  
 success.rate.logreg <- vector()  
  
for(i in 1:length(folds)){  
   
 t <- i  
   
 train.folds <- c(1:10)[-t]  
   
 temp.train.data <- data.nonresponse.model[folds[train.folds] %>% unlist(),]  
   
 temp.test.data <- data.nonresponse.model[folds[t] %>% unlist(),]  
   
 temp.log.reg.m <- glm(formula., data = temp.train.data, family = "binomial")  
   
 temp.predicted <- predict(temp.log.reg.m, temp.test.data, type = "response")  
   
 temp.predicted <- ifelse(temp.predicted > 0.5, 1, 0)  
   
 success.rate.logreg <- c(success.rate.logreg, table(temp.predicted, temp.test.data$response) %>% diag() %>% sum()/nrow(temp.test.data) )  
   
   
}  
  
 cv.success.log.reg <- success.rate.logreg %>% sum()/length(success.rate.logreg)  
  
 rm(train.folds, temp.train.data, temp.test.data, temp.log.reg.m, temp.predicted)

success.rate.glmnet <- vector()  
  
for(i in 1:length(folds)){  
   
 t <- i  
   
 train.folds <- c(1:10)[-t]  
   
 temp.train.data <- x.matrix[folds[train.folds] %>% unlist(),]  
   
 temp.train.y <- data.nonresponse.model[folds[train.folds] %>% unlist(),"response"]  
  
 temp.test.data <- x.matrix[folds[t] %>% unlist(),]  
   
 temp.test.y <- data.nonresponse.model[folds[t] %>% unlist(),"response"]  
  
 temp.glmnet.m <- glmnet(x = temp.train.data, y = temp.train.y, family = "binomial")  
   
 temp.predicted <- predict(temp.glmnet.m, temp.test.data, type = "response", s = glm.cv.model$lambda.min)  
   
 temp.predicted <- ifelse(temp.predicted > 0.5, 1, 0)  
   
 success.rate.glmnet <- c(success.rate.glmnet, table(temp.predicted, temp.test.y) %>% diag() %>% sum()/nrow(temp.test.data) )  
   
}  
  
 cv.success.glmnet <- success.rate.glmnet %>% sum()/length(success.rate.glmnet)  
  
 rm(t, train.folds, temp.train.data, temp.train.y, temp.test.data,  
 tempt.test.y, temp.glmnet.m, temp.predicted)   
   
 c(cv.success.log.reg = cv.success.log.reg, cv.success.glmnet = cv.success.glmnet)

## cv.success.log.reg cv.success.glmnet   
## 0.5718210 0.5690923

If we wanted to do an adjustment directly using the estimated propensity scores and without computing adjustment classes, we would just use the inverse of the estimated propensities as the non-response weights. It would be a good idea to use the Lasso predictions as these are less sparce than those from the logistic regression. Therefore, we might have less variance inflation with (virtually) the same expected reduction in bias.

If we had no information about population estimates, we would end the weighting procedure here. The 'final weight' would be the multiplicaiton of both base scaled weight and the scaled non-response weight. Here we will call this new weights 'final weights' although we still have to perform adjustments to them and so will not really be 'final'.

Before going to the next step we will include the computed non-response weights using adjustment classes to the main *'data'* dataframe object. Then we will drop all non-respondents as we are not going to use them any more in the next steps of our analysis. After that, we will scale the non-response weights to the sample of respondents and multiply the (scaled) design weights and the (scaled) non-response weights.

data %<>%  
 left\_join(data.nonresponse.model %>% select(idno, nonresp.weight),  
 by = "idno")  
  
data %<>%  
 filter(response == 1, !is.na(base.weight.scaled)) %>%  
 mutate(nonresp.weight.scaled = nonresp.weight/mean(nonresp.weight),  
 final.weight = base.weight.scaled \* nonresp.weight.scaled)  
  
rm(x.matrix, cv.success.glmnet, cv.success.log.reg, folds, formula.,  
 glm.cv.model, i, log.reg.m, predicted.lasso,predicted.log.tr, success.rate.glmnet, success.rate.logreg, train.correct.lasso, train.correct.logreg)

## Step 3: Use of auxiliary data for weight calibration

In certain cases we might have information about our statistical population (e.g. census counts or proportions from official statistics). We can then use these to 'correct' our weights. This adjustment is called calibration and consists on finding a new set of weights that are as near as possible the input (*'final'*) weights but reproduce the population information exactly. Valliant et al (2013) explain that using the previous *'final'* weights as input for the calibration step allows us to 'borrow' good estiamtion properties from those.

An important difference between this step and the one on non-response adjustment is that non-response adjustment requieres having information for both sampled respondents and non-respondents. Calibration only requieres information for respondents and population in general.

Here we will calibrate weights using a 'raking' procedure (explained in Valliant el al 2013 page 358). Unlike other calibration methods, 'raking' does not requiere information on cross-classification categories but just marginal population counts. In other words, we do not need the information from crossing several variables (although we can use it if available). As explained by Lumley (2010, page 139), the process is very much iterative. It involves post-stratifying on each set of variables in turn, and repeating the process until the weights stop changing.

The 7th ESS used cross-classifications of age group and gender plus region (separately) to calibrate UK data. Here we will try to reproduce their calibration. For more information on ESS post-stratification weights see their document: [Documentation of ESS Post-Stratification Weights](http://www.europeansocialsurvey.org/docs/methodology/ESS_post_stratification_weights_documentation.pdf)

First we will compute the interaction between gender and age with the categories used for calibration in the ESS.

data %<>%  
 mutate(agea\_rec = cut(agea %>% as.numeric(), breaks = c(14, 34, 54, 99))) %>%  
 unite(col = gender\_age\_rec, gndr, agea\_rec, remove = F) %>%  
 mutate(gender\_age\_rec = replace(x = gender\_age\_rec,   
 list = gender\_age\_rec %in% c("Female\_NA", "Male\_NA"),  
 values = NA ))  
  
data %<>%  
 filter(!is.na(gender\_age\_rec), !is.na(region)) # see footnote in text below.

The total number of weighted units in each of the categories we will use for calibration can be seen in tables below[[6]](#footnote-60).

data %>%  
 group\_by(gender\_age\_rec) %>%  
 summarise(total\_n\_sample = sum(final.weight))

## # A tibble: 6 x 2  
## gender\_age\_rec total\_n\_sample  
## <chr> <dbl>  
## 1 Female\_(14,34] 278.3145  
## 2 Female\_(34,54] 441.9940  
## 3 Female\_(54,99] 465.4844  
## 4 Male\_(14,34] 256.5388  
## 5 Male\_(34,54] 357.8829  
## 6 Male\_(54,99] 426.7719

data %>%  
 group\_by(region) %>%  
 summarise(total\_n\_sample = sum(final.weight))

## # A tibble: 12 x 2  
## region total\_n\_sample  
## <fctr> <dbl>  
## 1 North East (England) 108.7733  
## 2 North West (England) 255.8543  
## 3 Yorkshire and the Humber 165.7948  
## 4 East Midlands (England) 175.9855  
## 5 West Midlands (England) 177.8547  
## 6 East of England 182.0182  
## 7 London 239.2660  
## 8 South East (England) 320.6673  
## 9 South West (England) 187.9519  
## 10 Wales 127.3771  
## 11 Scotland 222.2071  
## 12 Northern Ireland 63.2364

Now we import Eurostat data[[7]](#footnote-61) and recode it into ESS adjustment/post-stratification categories.

The data used in this guide are hosted in the [author's github page](https://github.com/JosepER/PPMI_how_to_weight_a_survey/tree/master/data/Eurostat) and the raw version can be checked in the following links:

* [Age and gender](https://raw.githubusercontent.com/JosepER/PPMI_how_to_weight_a_survey/master/data/Eurostat/Agebygender_demo_pjangroup.csv).
* [Age by NUTS 2 regions](https://raw.githubusercontent.com/JosepER/PPMI_how_to_weight_a_survey/master/data/Eurostat/Agebygender_demo_pjangroup.csv).

age.gender.eurostat <- read.csv(text=getURL("https://raw.githubusercontent.com/JosepER/PPMI\_how\_to\_weight\_a\_survey/master/data/Eurostat/Agebygender\_demo\_pjangroup.csv"), header=T)  
  
age.gender.eurostat %<>%  
 spread(key = Age, value = Value)  
  
age.gender.eurostat %<>%  
 mutate(`15to34` = `From 15 to 19 years` + `From 20 to 24 years` + `From 25 to 29 years` +  
 `From 30 to 34 years`,  
 `35to54` = `From 35 to 39 years` + `From 40 to 44 years` + `From 45 to 49 years` +   
 `From 50 to 54 years`,  
 `55to99` = `From 55 to 59 years` + `From 60 to 64 years` + `From 65 to 69 years` +  
 `From 70 to 74 years` + `75 years or over`) %>%  
 select(SEX, `15to34`:`55to99`)

region.eurostat <- read.csv(text=getURL("https://raw.githubusercontent.com/JosepER/PPMI\_how\_to\_weight\_a\_survey/master/data/Eurostat/Nuts2byage.csv"), header=T, stringsAsFactors = F)  
   
region.eurostat %<>%  
 gather(key = age, value = population, -Country)   
  
region.eurostat %<>%  
 group\_by(Country) %>%  
 summarise(pop\_sum = sum(population) )

We will now scale the Eurostat data to our sample size. The idea is to obtain the weights that make our sample proportions look like those in Eurostat. For these, we will calculate how many respondents in our sample should pertain to each category if we had Eurostat proportions. We will use our sample size based only on (weighted) completed responses in our post-stratification adjustment variables (age, gender and region).

First we compute the total (weighted) observations in our sample of respondents.

data.calibration <- data  
  
weighted.pop <- sum(data.calibration$final.weight)  
  
weighted.pop

## [1] 2226.987

In the next chunk of code we will scale Eurostat population by age an gender data to the size of our sample. We will do this by dividing Eurostat absolute population numbers by the sum of population in all categories and multiplying it by the previously computed sum of weighted respondents. This will provide us a dataframe (*'age.gender.eurostat'*) with the number of respondents our survey sample should have in each gender and age crossed category if it was to resemble the proportions found in reality (i.e. official statistics).

age.gender.eurostat %<>%  
 gather(key = age, value = population, -SEX) %>%  
 unite(col = gender\_age\_rec, SEX, age)   
  
total.population <- age.gender.eurostat$population %>%   
 sum()  
  
age.gender.eurostat %<>%  
 mutate(Freq = round(population/total.population \* weighted.pop, 0) ) %>%  
 select(-population)  
  
age.gender.eurostat$gender\_age\_rec <- c("Female\_(14,34]", "Male\_(14,34]",  
 "Female\_(34,54]", "Male\_(34,54]",  
 "Female\_(54,99]", "Male\_(54,99]")  
  
age.gender.eurostat

## gender\_age\_rec Freq  
## 1 Female\_(14,34] 352  
## 2 Male\_(14,34] 358  
## 3 Female\_(34,54] 372  
## 4 Male\_(34,54] 364  
## 5 Female\_(54,99] 417  
## 6 Male\_(54,99] 364

rm(total.population)

Next we will do the same for Eurostat's population data on NUTS 2 regions.

total.population <- region.eurostat$pop\_sum %>%  
 sum()  
  
region.eurostat %<>%  
 mutate(Freq = round(pop\_sum/total.population \* weighted.pop, 0) ) %>%  
 select(-pop\_sum)  
  
names(region.eurostat)[[1]] <- "region"   
  
region.eurostat$region[region.eurostat$region == "East Midlands (UK)"] <- "East Midlands (England)"  
region.eurostat$region[region.eurostat$region == "North East (UK)"] <- "North East (England)"  
region.eurostat$region[region.eurostat$region == "North West (UK)"] <- "North West (England)"  
region.eurostat$region[region.eurostat$region == "Northern Ireland (UK)"] <- "Northern Ireland"  
region.eurostat$region[region.eurostat$region == "South East (UK)"] <- "South East (England)"  
region.eurostat$region[region.eurostat$region == "South West (UK)"] <- "South West (England)"  
region.eurostat$region[region.eurostat$region == "West Midlands (UK)"] <- "West Midlands (England)"  
region.eurostat$region[region.eurostat$region == "Yorkshire and The Humber"] <- "Yorkshire and the Humber"

Here we will briefly test that we have the same categories in calibration variables of both survey and Eurostat datasets.

if( identical(region.eurostat$region %>% unique %>% sort, data.calibration$region %>% as.character() %>% unique %>% sort) != T) {  
 stop("Levels in region variable have to be the the same in the calibration and dataset used for population frequencies")  
}  
  
if( identical(age.gender.eurostat$gender\_age\_rec %>% unique %>% sort, data.calibration$gender\_age\_rec %>% as.character() %>% unique %>% sort) != T) {  
 stop("Levels in age by gender categories variable have to be the the same in the calibration and dataset used for population frequencies")  
}

Now we will use the R *'survey'* package (Lumley,T., 2010) to calibrate weights using the raking procedure. We will do this twice. First time we will compute the raked weighs using our *'final.weight'* as an input. These contain information from both the base weights and our adjustment for non-response. In the second computation we will repeat the ESS design and use (only) the design/base weights as an input (variable *'base.weight'*). This will allow us to compare our output weights with those computed by the experts behind the weighting procedure of the 7th ESS.

The R *'survey'* package works in a rather particular way[[8]](#footnote-64). It first requieres to specify the design of the survey with the *'svydesign'* function. This creates an object of an adhoc class 'survey.design' that is passed to further procedures such as weights raking.

The *'svydesign'* function requieres an *'ids'* argument with cluster ids. For the specific case of the 7th ESS in the UK, this would be the postal codes, which are the Primary Sampling Units (PSU). The procedures of the *'survey'* package would then take into account these related responses when computing variances. However, here we will ignore this fact and pretend that all responses where independent of each other (we can do this by passing *~ 0* to the *'ids'* argument). This should not affect the raking procedure. Next, we neet to specify the input weights in the *'weights'* argument. Here we will pass the computed *final weights* and the *design/base* weights respectively to create both survey designs. Last, we need to specify the data with the survey respondses in the *'data'* argument.

In this next chunk of code we will create these two objects which will correspond to the two explained computations of raked weights.

our.svydesign <- svydesign(ids = ~ 0, weights = ~final.weight, data = data.calibration)  
  
ess.svydesign <- svydesign(ids = ~ 0, weights = ~base.weight, data = data.calibration)

The raking procedure can be done with the *'rake'* function form the *'survey'* package. This function requieres to pass the previously computed survey design object as its first object (*'design'*). The second argument (*'sample.margins'*) is a list of formulas describing which variables are going to be used for calibration. Here we will pass a list with two formulas. The first one using the *'region'* variable and the second one the *'gender\_age\_rec'* variable which corresponds to the interaction/crosstabulation of gender and age categories. The third argument (*'population.margins'*) are the population counts for our calibration variables. Here we will pass our dataframes with the number of people that should be in each region/gender and age category if our sample followed population proportions.

our.raked <- rake(our.svydesign, sample.margins = list(~region, ~gender\_age\_rec),   
 population = list(region.eurostat, age.gender.eurostat))  
  
ess.raked <- rake(ess.svydesign, sample.margins = list(~region, ~gender\_age\_rec),   
 population = list(region.eurostat, age.gender.eurostat))

Then we collect the weights from the *'our.raked'* and *'ess.raked'* objects we just computed and we add them to our dataset for this section (the *'data.calibration'* dataframe).

raked.weight <- our.raked$postStrata[[1]][[1]] %>% attributes() %>% .[["weights"]]  
  
ess.raked.weight <- ess.raked$postStrata[[1]][[1]] %>% attributes() %>% .[["weights"]]  
  
data.calibration$ess.raked.weight <- ess.raked.weight  
  
data.calibration$raked.weight <- raked.weight  
  
rm(raked.weight, ess.raked.weight)

Next we compare the frequencies of weighted observations in our sample with those we would obtain if our dataset had the same shares of age, gender and region categories as official data (i.e. the data inputed to our calibration procedure). If our calibration is successful, the frequencies should be almost the same. Here we will do this test using our calibration procedure which included design and non-response weights as an input (i.e. calibration object *'raked.weight'*). The following chunk of code shows the results for age and gender categories.

left\_join(  
data.calibration %>%  
 group\_by(gender\_age\_rec) %>%  
 summarise(calibrated.sample.pop = sum(raked.weight) %>% round(1)),  
age.gender.eurostat)

## # A tibble: 6 x 3  
## gender\_age\_rec calibrated.sample.pop Freq  
## <chr> <dbl> <dbl>  
## 1 Female\_(14,34] 351.7 352  
## 2 Female\_(34,54] 371.7 372  
## 3 Female\_(54,99] 416.6 417  
## 4 Male\_(14,34] 357.7 358  
## 5 Male\_(34,54] 363.7 364  
## 6 Male\_(54,99] 363.7 364

Here we show the compared frequencies for regions. Both comparisons allow us to see that calibration performed as expected and weighted frequencies reflect population proportions from official statistics.

left\_join(  
data.calibration %>%  
 group\_by(region) %>%  
 summarise(calibrated.sample.pop = sum(raked.weight) %>% round(1)),  
region.eurostat)

## # A tibble: 12 x 3  
## region calibrated.sample.pop Freq  
## <chr> <dbl> <dbl>  
## 1 North East (England) 85 85  
## 2 North West (England) 235 235  
## 3 Yorkshire and the Humber 189 189  
## 4 East Midlands (England) 169 169  
## 5 West Midlands (England) 194 194  
## 6 East of England 220 220  
## 7 London 286 286  
## 8 South East (England) 312 312  
## 9 South West (England) 183 183  
## 10 Wales 114 114  
## 11 Scotland 176 176  
## 12 Northern Ireland 62 62

Now we can compare our computed final calibrated weights with those computed by the experts in charge of the weighting procedure of the 7th ESS. We will first join the calibrated weights with our original dataset of respondents.

data %<>%  
 left\_join(data.calibration %>% select(idno, raked.weight, ess.raked.weight), by = "idno")  
  
rm(data.calibration, age.gender.eurostat, region.eurostat)

Here we compare our raked weight using the same methodology as they used in the 7th ESS (*'ess.raked.weight'*) and the weight included in the 7th ESS dataset (*'pspwght'*). Looking at the first 15 observations we see that they are, in most cases, very close. This means that we successfully reproduced the weights computed in the 7th ESS!

For our estimations, we could also use the calibrated/raked weights we computed ourselves using the additional input of non-response weights (variable *'raked.weight'*). Using this input, our raking procedure would also 'borrow' good estimation properties from the non-response adjustment[[9]](#footnote-65).

left\_join(  
data %>% select(idno, raked.weight, ess.raked.weight),  
original.weights %>% select(idno, pspwght)  
) %>% head(15)

## idno raked.weight ess.raked.weight pspwght  
## 1 100000003 0.6033962 0.4567495 0.4674183  
## 2 100000005 0.3324131 0.3403316 0.3895551  
## 3 100000008 0.4118283 0.4077717 0.4023832  
## 4 100000009 1.7442021 2.1873476 2.1463098  
## 5 100000010 1.0769384 1.0082670 1.0230092  
## 6 100000012 1.0538387 1.2975135 1.3370290  
## 7 100000015 1.5882982 1.6647140 1.6514970  
## 8 100000016 0.5202722 0.5131737 0.4886227  
## 9 100000017 2.0233932 1.5814927 1.5864217  
## 10 100000020 0.9267053 0.8367614 0.8877654  
## 11 100000022 0.8641030 1.0493359 1.0878961  
## 12 100000023 2.3115622 2.3722391 2.3796326  
## 13 100000025 0.5406270 0.4424130 0.4768728  
## 14 100000030 0.9304049 1.0735789 1.0272274  
## 15 100000031 1.2475568 0.9753477 0.9355472

Here we try to compute a mesure of distance of our computed raked weights to those included in the original 7th ESS datafile. We can do this by calculating the sum of squared differences. As we would expect, we find that those computed using the ESS methodology tend to fall much closer to the ESS original weights than the weights which also include input from non-response estimations. It is important to stress again that this does not mean that closer weights are better than those including properties from non-response estimations.

left\_join(  
data %>% select(idno, raked.weight, ess.raked.weight),  
original.weights %>% select(idno, pspwght)  
) %>%  
 mutate(diff.myraked = pspwght-raked.weight,  
 diff.essraked = pspwght-ess.raked.weight) %>%  
 summarise(ssdiff.myraked = sum(diff.myraked ^ 2),  
 ssdiff.essraked = sum(diff.essraked ^ 2))

## ssdiff.myraked ssdiff.essraked  
## 1 107.686 49.53199

## Step 4: Analysis of weight variability

In progress!

## Computing estimates

In progress!

## Note for non-probability samples

1. In 'real' projects where we do the sampling ourselves we would have the sampling probability of both respondents and non-respondents. This example shows us that it is enough to know the probablity of inclsion of respondents. [↑](#footnote-ref-42)
2. As we explained before, this is relevant because sampling allocation inside Primary Sampling Units (postcode sectors) was proportional to the number of adresses in each of these. Therefore, if an address contains a large number of dwellings, each dwelling will have a smaller probability of being sampled than a dwelling that is the only one in an address. [↑](#footnote-ref-44)
3. This procedure slightly differs from that recommended in Valliant et al.(2013), where they suggest to fit only one regression per covariate. Interpreting the lower order coefficients from a regression with interactions between class predictors and a response indicator might not be interpreted as the authors from Valliant et al.(2013) argue. [↑](#footnote-ref-53)
4. With the exception of differences in class (0.389,0.421], which seem too large to be caused just by sampling error. [↑](#footnote-ref-54)
5. Although it could also be the case that we are missing to explore some important interaction between predictors [↑](#footnote-ref-57)
6. There is a small problem with 20 respondents for which we do not have information about their age. In order to keep thing simple this example we will ignore this issue. [↑](#footnote-ref-60)
7. Eurostat data corresponds to tables and which give information on population by age and gender (*'demo\_pjangroup'*) and age and NUTS2 region (*'demo\_r\_d2jan'*) on the 1st of January of 2014. Last updated on the 29th of April 2017. [↑](#footnote-ref-61)
8. It has its own requierements in terms of coding 'grammar'. This is may be because it was programmed in 2003, almost 15 years ago! Hopefully other packages such as *'srvyr'*, which at the time of writing this guide is still in version 0.2.1, will be able to take the content of the *'survey'* package and adapt it to current scripting [↑](#footnote-ref-64)
9. This idea of calibration weights 'borrowing' properties from input weights comes from Valliant et al. (2013, pag 231) [↑](#footnote-ref-65)