# Letter to the editor

Dear Sir or Madam,

With reference to your article of 02 January 2019 “Robot Brains Need Human Rules”, I would like to express my disapproval with the risks and threats that artificial intelligence is creating. In my opinion an artificial intelligence behaves just like the programmer programmed this robot or computer. An artificial intelligence does not destroy things by itself, it is the intention of the programmer.

I really enjoyed reading your article but according to your article the robocalypse will happen in near future. I think if you supervise artificial intelligence and just give them as little technology as they need, we will never have a problem with AIs. For sure mistakes happens. You mentioned an example with autonomous cars and a robot that breaks when a car drives too fast. This is a great way to control artificial intelligence. If you always have a second robot, which keeps an eye on the actual robot and would turn the robot of if something strange happens, we will have a peaceful cooperation with artificial intelligences.

Another point you mentioned were the laws for AIs. It is not right to have rights or laws for AIs, because if they break a law, what will we do then? If an AI breaks a law, or breaks something, the main subject is its programmer and nobody else. If a programmer has such high responsibilities, nobody will do anything stupid.

All in all, your article is interesting too read and is recommending for people, who are interested in artificial intelligence.

Yours faithfully

Marcel Judth