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# Resumen

Este proyecto se enfoca en el diseño de un modelo híbrido que combina autómatas y redes neuronales para mejorar la precisión en la detección de sentimientos en textos complejos provenientes de redes sociales. Con el avance de las interacciones digitales, el análisis de sentimientos se ha convertido en una herramienta crucial para sectores como marketing y atención al cliente, al ofrecer perspectivas sobre las emociones de los usuarios. El modelo híbrido propuesto utiliza autómatas para capturar patrones estructurales en el texto, complementados con una red neuronal pre-entrenada que interpreta los matices emocionales del lenguaje. Para optimizar el procesamiento y la precisión del sistema, se emplea programación paralela y técnicas avanzadas de procesamiento de lenguaje natural (PLN). La validación se realizó mediante métricas específicas como precisión y F1-score, destacando la efectividad del modelo híbrido frente a métodos tradicionales en la interpretación de sentimientos en entornos de alta complejidad textual.

**Palabras clave:** análisis de sentimientos, modelo híbrido, autómatas, redes neuronales, procesamiento de lenguaje natural (PLN), programación paralela, redes sociales.

# Abstract

This project focuses on the design of a hybrid model that combines automata and neural networks to improve the accuracy of sentiment detection in complex texts from social networks. With the advancement of digital interactions, sentiment analysis has become a crucial tool for industries such as marketing and customer service by providing insights into users' emotions. The proposed hybrid model uses automata to capture structural patterns in text, complemented by a pre-trained neural network that interprets the emotional nuances of language. To optimize the processing and accuracy of the system, parallel programming and advanced natural language processing (NLP) techniques are employed. Validation was performed using specific metrics such as accuracy and F1-score, highlighting the effectiveness of the hybrid model against traditional methods in the interpretation of sentiment in highly complex textual environments.

**Keywords:** sentiment analysis, hybrid model, automata, neural networks, natural language processing (NLP), parallel programming, social networks.

# INTRODUCCION

El análisis de sentimientos ha sido fundamental en la toma de decisiones, especialmente en áreas como el marketing, la atención al cliente y la investigación política. Sin embargo, la complejidad de los textos y los matices contextuales en los lenguajes naturales requieren enfoques más sofisticados para capturar con precisión los sentimientos expresados. Este proyecto aborda la necesidad de mejorar los sistemas de análisis mediante un enfoque híbrido que combina autómatas y redes neuronales, ofreciendo una visión más integral y precisa de los sentimientos presentes en textos complejos. Según estudios recientes, la combinación de autómatas con redes neuronales ha demostrado mejorar significativamente la precisión de los sistemas de procesamiento de lenguaje natural (Ahmed & Kumar, 2021).

El impacto de este proyecto no solo reside en la mejora de la precisión en la detección de sentimientos, sino también en su aplicabilidad en múltiples sectores que dependen del análisis de grandes volúmenes de texto. Por ejemplo, una investigación reciente sugiere que el uso de redes neuronales en el análisis de sentimientos ha aumentado en un 30% la efectividad en la identificación de emociones en redes sociales (García & López, 2020). Este enfoque podría contribuir a la toma de decisiones más informadas y basadas en datos más precisos.

# MATERIALES Y METODOS

En esta sección se describe de una manera detallada las herramientas y los métodos utilizados para el desarrollo de un modelo hibrido entre autómata y redes neuronales para el entendimiento de los sentimientos expresados en textos, para el mejor entendimiento de lo expresados en textos de redes sociales. En este proyecto de investigación, se usaron técnicas de procesamiento de lenguaje natural (PLN) y aprendizaje automático. Este modelo integra un autómata de pila para la detección de patrones lingüísticos y un modelo preentrenado de análisis de sentimientos basado en BERT (Bidirectional Encoder Representations from Transformers).

**Materiales**

El sistema se diseñó utilizando datos no estructurados provenientes de redes sociales y reseñas en línea. Estos datos incluyen un total de 629,000 reseñas, distribuidas por idioma, y preprocesadas para eliminar ruido, normalizar caracteres especiales y estructurarlas en un formato compatible con el modelo BERT. El software utilizado incluye herramientas como Python, por su versatilidad en el desarrollo de sistemas de PLN, y Visual Studio, que facilitó la implementación y gestión de los módulos del sistema. La biblioteca Hugging Face permitió integrar y ajustar el modelo preentrenado "BERT", mientras que Tkinter se utilizó para crear la interfaz gráfica de usuario, ofreciendo una experiencia accesible para los usuarios finales.

**Métodos**

El proceso de desarrollo del sistema se estructuró en las siguientes etapas:

1. **Preprocesamiento de Datos**:  
   En esta fase, los textos se limpiaron y transformaron, eliminando caracteres innecesarios y aplicando técnicas de tokenización para dividirlos en unidades de análisis más pequeñas. Este paso garantizó que los datos estuvieran en el formato adecuado para la entrada al modelo BERT.
2. **Desarrollo del Modelo Híbrido**:  
   Se diseñó un autómata de pila para detectar palabras críticas asociadas a emociones intensas como "matar" o "suicidar", lo que permite identificar patrones relevantes en el análisis emocional. También, se integró un modelo preentrenado basado en BERT, para clasificar los textos en tres categorías principales: positivo, negativo y neutral.
3. **Entrenamiento y Validación**:  
   El sistema se entrenó utilizando un enfoque de validación cruzada, asignando un 80% de los datos para el entrenamiento y un 20% para pruebas. Las métricas de evaluación incluyeron precisión, Recall y F1-score, logrando un rendimiento de más del 90% en la clasificación de sentimientos.
4. **Implementación y Pruebas**:  
   El modelo se integró en una interfaz gráfica de usuario que permite la carga de textos en múltiples formatos (PDF, DOCX y TXT) para su análisis. Las pruebas funcionales ayudaron a la capacidad del sistema para identificar sentimientos en textos cortos y largos, así como para captar matices emocionales complejas en los textos.

**Hardware Utilizado**

Para la selección del hardware nos basamos en la tabla 1.

**Tabla 1. Cuadro Comparativo de Desempeño y Especificaciones entre Laptops**

|  |  |  |
| --- | --- | --- |
| **Característica** | **LAPTOP-1OQ62807** | **LAPTOP-IPGI3K9E** |
| Procesador | 11th Gen Intel® Core™ i5-1135G7 @ 2.40GHz | Intel® Core™ i3-1005G1 @ 1.20GHz |
| Velocidad base del CPU | 2.40 GHz | 1.20 GHz |
| Generación del procesador | 11ª generación | 10ª generación |
| Memoria RAM instalada | 8 GB (7.70 GB usable) | 8 GB (7.74 GB usable) |
| Tipo de Sistema | 64 bits, procesador basado en x64 | 64 bits, procesador basado en x64 |
| Pantalla táctil | No disponible | No disponible |
| Identificador de dispositivo | 699A9D76-B8DA-4D88-9E19-F4707EA75AD2 | 60EBCD85-98CF-4821-A0F8-175D2DA061E5 |

**Fuente autores**

Sintetizando lo anterior la **LAPTOP-1OQ62807** se utilizó como hardware de desarrollo debido a su procesador Intel® Core™ i5 de 11ª generación, que supera al i3 de 10ª generación de la LAPTOP-IPGI3K9E en potencia, velocidad y eficiencia. Con una velocidad base de 2.40 GHz frente a los 1.20 GHz de su competidora, ofrece un rendimiento significativamente superior para tareas exigentes y multitarea. Además, al pertenecer a una generación más reciente, integra avances tecnológicos que garantizan mayor compatibilidad y mejor desempeño en aplicaciones modernas, lo que la hace ideal para usuarios que buscan productividad y eficiencia en sus actividades diarias.

**Software Utilizado**

1. **Visual Studio**: IDE para la codificación y desarrollo del sistema, con extensiones para depuración de código Python y control de versiones.
2. **Python**: Lenguaje base para la implementación del sistema y gestión de bibliotecas de PLN.
3. **Biblioteca Transformers de Hugging Face**: Para el uso del modelo preentrenado "bert-base-multilingual-uncased-sentiment".
4. **Tkinter**: Librería para la creación de una interfaz gráfica de usuario amigable.
5. **PyPDF2 y Python-docx**: Herramientas para leer documentos en formato PDF y Word, respectivamente, como entrada para el análisis.

**Lenguaje Utilizado**

El sistema fue desarrollado en Python, seleccionado por su robustez y amplia compatibilidad con bibliotecas y herramientas avanzadas de procesamiento de lenguaje natural. Además, Python es ideal para proyectos de inteligencia artificial gracias a que tiene una sintaxis clara y fácil de aprender. También el uso de bibliotecas como TensorFlow, PyTorch y Hugging Face para redes neuronales y modelos preentrenados.

**Análisis de Resultados**

El modelo híbrido desarrollado para el análisis de sentimientos mostró resultados significativos en la detección de emociones en textos complejos provenientes de redes sociales. El sistema combina la precisión estructural de los autómatas con la flexibilidad contextual de un modelo preentrenado basado en BERT (Bidirectional Encoder Representations from Transformers), logrando una integración efectiva entre ambas técnicas.

**Resultados Cuantitativos**

* **Rendimiento del Modelo**:
  + Precisión promedio: superior al **90%**.
  + Métrica F1-Score: valores consistentes en el rango de **0.9**, lo que indica un balance adecuado entre precisión y exhaustividad.
  + Recall: alta sensibilidad en la identifación de patrones y emociones críticas.
* **Pruebas Funcionales**:
  + El sistema procesó correctamente textos en múltiples formatos (PDF, DOCX y TXT).
  + Fue capaz de clasificar con precisión emociones complejas en textos multilingües, mostrando consistencia en todos los idiomas utilizados.

**Ventajas Detectadas**

* **Detección de Palabras Críticas**:  
  El autómata de pila implementado permitió identificar términos asociados a emociones extremas (como "matar" o "suicidar"), destacándose por su rapidez y efectividad en escenarios de riesgo emocional.
* **Clasificación Emocional Compleja**:  
  La red neuronal pre-entrenada logró interpretar matices emocionales en textos extensos y ambiguos, mostrando una capacidad robusta para detectar emociones implícitas.

**Pruebas Comparativas**

Se realizaron comparaciones entre el modelo híbrido y enfoques tradicionales, mostrando que la integración de autómatas y redes neuronales mejora significativamente la precisión en textos complejos. El modelo superó a métodos convencionales en más del 30%, destacando especialmente en escenarios con lenguaje ambiguo y estructuras textuales no convencionales.

**Conclusión**

El análisis de resultados valida la efectividad del modelo híbrido para aplicaciones prácticas, como en marketing, atención al cliente y monitoreo de redes sociales. Su diseño permite abordar desafíos inherentes a la naturaleza ambigua del lenguaje humano, proporcionando una herramienta confiable y adaptable para la detección de sentimientos en textos complejos
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