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1-1. Supervised Learning(지도 학습)과 Unsupervised Learning(비지도 학습)의 주요 차이점은 학습 데이터의 구성 요소와 이를 통해 해결할 수 있는 문제의 종류이다. 지도 학습은 학습 데이터에 입력 데이터(features)뿐만 아니라, 입력에 대한 정답(label) 이 함께 제공된다. 이에 반해 비지도 학습은 정답이 없이, 구분되지 않은 입력 데이터만 주어진다.

지도 학습의 목표는 주어진 데이터에서 정답을 예측하는 능력을 학습하는 것이다. 예를 들어 학습 데이터의 정답이 카테고리의 구분으로 주어졌다면 예측한 정답도 카테고리의 구분이 될 것이고, 어떠한 수치로 주어졌다면 결과도 수치가 되는 것이다.

반면 비지도 학습의 목표는 정답 없이 주어진 데이터 내부의 숨겨진 구조나 패턴을 발견하는 것이다. 대표적으로 수행할 수 있는 작업은 주어진 데이터의 특성을 기준으로 그룹을 나누거나, 데이터의 분포를 이해하는 것 등이 있다. 예를 들어, 고객 데이터를 비지도 학습 모델에 적용해 구매 행동이 유사한 고객들을 그룹화 해서, 각 그룹의 특성을 파악하고, 각 그룹을 적절히 분할하는 데 사용할 수 있다.

이처럼 모델마다 수행 가능한 문제와 결과의 종류가 다르기 때문에, 모델이 잘 학습되었는지 판단하는 기준 및 최적화 목표 또한 다르다. 지도 학습 모델들은 주어진 정답을 얼마나 정확히 예측했는지, 또는 정답에 얼마나 가까운지 등을 수치화 해 평가한다. 이런 평가를 바탕으로 지도 학습 모델은 새로운 데이터에서도 높은 정확도로 정답을 예측하는 것을 목표로 한다. 반면 비지도 학습은 데이터의 구조나 패턴을 학습한 결과를 기준으로 평가한다. 예를 들어 그룹간의 구분이 얼마나 명확한지, 각 그룹 내 데이터 간의 유사성이 높은지 등을 이용해 평가할 수 있다. 결과적으로 비지도 학습은 새로운 데이터가 들어왔을 때, 데이터의 특성을 잘 분석하고 분류하는 것을 목표로 한다.

1-2. 모델을 학습한다는 것이 무엇을 의미하는지 먼저 이해하는 것이 중요할 것 같다. 앞서 설명했듯 인공지능 모델을 학습시킨다는 것은 입력 데이터 내의 연관성, 패턴 등을 분석해 문제 해결에 사용할 수 있는 규칙이나, 대응관계를 찾아가는 과정을 의미한다.

모델 학습의 첫 단계는 학습에 사용할 데이터의 수집과 준비이다. 현실에서 수집한 데이터는 학습에 바로 사용하기에 다양한 제한사항이 있을 수 있는데, 학습을 위해 사용할 수 있도록 전처리 해 적합한 형태로 만드는 작업이 필요합니다. 누락된 값 처리, 이상치 제거, 정규화 등의 전처리 과정을 거친 후 목적에 맞게 사용할 수 있도록 분리하게 된다.

그 다음 모델의 사용목적과 주어진 데이터의 특성을 고려하여 적합한 모델을 선택한 후, 모델 학습을 실시한다. 이후는 학습을 시킨 모델이 얼마나 잘 학습되었는지 검증하기 위해 앞서 분리해 놓은 테스트 데이터를 통해 확인해 보거나, 실제 예측 작업을 수행하여 결과를 분석한다. 이 과정에서 모델의 성능이 만족스럽지 못 할 경우 학습 데이터를 추가하거나, 줄이는 등의 작업이나 모델 내부의 인자들을 잘 조절하는 등 최적화 과정을 거쳐 원하는 결과가 나오도록 수정하는 과정을 거친다. 최종적으로는 모델이 기대하는 성능을 달성할 때까지 이런 과정을 반복하는 것이 모델을 학습한다는 것에 대한 과정이라고 생각한다.

2-1. Numpy는 빠른 속도의 배열 연산과 수치의 계산을 위한 도구로, 데이터의 기초적인 처리와 계산을 담당한다. Pandas는 테이블 형태의 데이터를 효율적으로 분석하고 조작하기 위해 사용되며, 데이터프레임을 활용한 강력한 기능을 제공한다. Matplotlib는 데이터를 시각적으로 표현해주는 라이브러리로, 주로 결과의 직관적 이해를 돕는다.

Numpy는 다차원 배열인 ndarray라는 객체를 중심으로 여러 기능들을 제공한다. 우선 반복문 없이 배열 전체를 빠르게 처리할 수 있는 연산을 지원한다. 예를 들어, 배열의 모든 요소에 동일한 연산을 수행하거나, 배열 간의 연산을 효율적으로 처리할 수 있다. 또한, Numpy는 선형대수 계산(행렬, 벡터 연산)을 포함한 다양한 수학적 기능을 제공하여 데이터 분석과 머신러닝에서 자주 필요한 수학적 작업을 쉽게 수행할 수 있다. 크기가 다른 배열 간에도 연산을 자동으로 확장하여 처리 가능하며, 기본적인 통계 함수, 푸리에 변환, 난수 생성 등 다양한 기능을 포함하고 있다. Numpy는 Pandas, Matplotlib, 더 나아가 Scikit-learn 등 다른 데이터 분석 라이브러리의 기반으로, 효율적인 처리와 계산을 가능하게 하는 것이 특징이다.

Pandas는 데이터프레임과 시리즈 같은 고급 데이터 구조를 제공한다. 데이터프레임은 행과 열로 구성된 구조로, 엑셀이나 SQL 테이블처럼 데이터를 쉽게 다룰 수 있다. Pandas는 데이터를 선택, 필터링, 정렬, 병합, 그룹화 등의 작업을 간단하게 수행할 수 있으며, 이를 통해 결측값 처리와 데이터 정제에서 사용하기 편리하다. 또한, CSV, Excel, JSON, SQL 등 다양한 파일 형식의 데이터를 읽고 저장하는 입출력 기능을 지원해 데이터 분석의 유연성을 높인다. Pandas는 기본적인 통계 연산(평균, 분산, 빈도수 계산 등)을 포함하며, 날짜/시간 데이터 처리와 시계열 분석에도 적합하다. 특히, Pandas는 Matplotlib와 연동하여 데이터를 바로 시각화할 수 있는 기능을 제공하며, 데이터 분석과 머신러닝의 사전 작업에 필수적인 도구로 널리 활용된다.

Matplotlib는 다양한 유형의 그래프와 플롯을 생성할 수 있는 도구를 제공한다. 선 그래프, 막대 그래프, 히스토그램, 산점도, 파이 차트 등 다양한 시각화 형식을 지원하며, 데이터를 직관적으로 표현하는 데 유용하다. 핵심 모듈인 pyplot은 간단한 명령어를 통해 그래프를 빠르게 생성할 수 있는 MATLAB 스타일의 인터페이스를 제공한다. 또한, 그래프의 크기, 색상, 폰트, 축 레이블, 제목 등을 세부적으로 커스터마이징이 가능하다. Matplotlib는 Pandas와 연동하여 데이터프레임을 바로 시각화할 수 있으며, 데이터를 분석한 결과를 그래프로 표현하는 데 필수적인 도구로 활용된다.

3. scikit-learn

1) Linear Regression (선형 회귀)

Linear Regression은 독립변수와 예측값 (종속변수) 간의 관계를 분석하여 가중치를 학습하고, 이를 기반으로 이 데이터들의 특징을 나타내는 최적의 직선(또는 초평면)을 찾아 새로운 데이터에 대한 예측을 수행하는 모델이다.

변수명 = LinearRegression() 으로 선언하고, 전달해 줄 수 있는 주요 파라미터는

1. fit\_intercept : 독립변수에 곱해진 가중치가 아닌 상수를 0으로 고정할 지의 여부를 설정
2. copy\_X : 입력 데이터를 복사해 사용할 지의 여부를 설정

이 있다.

Model.fit(X, y) / y = Model.predict(X) 으로 학습, 예측을 실시할 수 있다.

또, 학습 시 각 샘플에 대한 가중치를 제공해 주어서, 데이터 간의 중요도를 설정할 수 있다.

사용 시 fit(X, y, sample\_weight = [])로 전달해 주면 된다.

학습이 완료된 후 .coef\_, intercept\_로 최종 가중치를 확인할 수도 있다.

2) Decision Tree (의사 결정 트리) – classification / regression

데이터를 조건에 따라 반복적으로 분리하여 트리 구조를 생성해서 분류, 연속적 값을 예측 가능한 모델이다. 각각 DecisionTreeClassifier, DecisionTreeRegressor 클래스로 정의 되어 있다.

비선형적인 데이터에 대응하기 좋으나, 학습 데이터에 과적합될 가능성이 높은 모델이다.

과적합을 방지하는 데 사용할 수 있도록 선언 시 파라미터로 트리의 최대 깊이, 분할 기준, 독립변수 반영 최대개수 제한 등을 설정할 수 있다.

LinearRegression 모델과 fit, predict는 기초적인 용법은 동일하다.

3) Random Forest – classification / regression

의사 결정 트리의 과적합 문제를 해결하기 위해서, 무작위로 사용할 학습 데이터와 독립변수를 뽑아 여러 의사 결정 트리를 만들어 트리 간의 다양성을 확보한다. 이후 분류 모델에서는 각 트리들의 결과 중 다수결로, 회귀 모델에서는 결과의 평균치로 최종 예측 결과를 낸다.

각 모델은 RandomForestClassifier, RandomForestRegressor 클래스로 정의 되어 있다.

의사 결정 트리를 선언할 때 넣던 파라미터에 더해, 생성할 트리의 개수도 설정할 수 있다.

기초적인 fit, predict 용법은 마찬가지로 동일하다.