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﻿# 导入文本数据

style.corpus <- load.corpus(files = "all", corpus.dir = "~/Nutstore Files/310\_Tutorial/Language data science/data/ch6/detectives",

encoding = "UTF-8")

# 对文本进行分词

tokenized.corpus <- txt.to.words.ext(style.corpus,

preserve.case = TRUE)

# 根据研究目的我们可以设置一个词表去除一些干扰词。比如我们想排除文本中高频专有名词的干扰。

#proper.noun = c("DEE","Judge","Dee","")

# clean.corpus = delete.stop.words(tokenized.corpus,

# stop.words = proper.noun)

# 一些研究认为代词对于计算文体风格有干扰，比如如果是一个大女主的小说，那么女性代词就会很多。但是这些不能代表作者风格，只能代表作品风格。

clean.corpus = delete.stop.words(tokenized.corpus,

stop.words = stylo.pronouns(corpus.lang = "English"))

corpus.char.1 <- txt.to.features(clean.corpus,

ngram.size = 1,

features = "w")

# 将数据划分成1000个词一份

sliced.corpus.char.1 <- make.samples(corpus.char.1,

sampling = "normal.sampling",

sample.size = 1000)