
Arctic Air Masses in a Warming World

MELISSA GERVAIS, EYAD ATALLAH, JOHN R. GYAKUM, AND L. BRUNO TREMBLAY

Department of Atmospheric and Oceanic Science, McGill University, Montreal, Quebec, Canada

(Manuscript received 10 July 2015, in final form 8 December 2015)

ABSTRACT

An important aspect of understanding the impacts of climate change on society is determining how the dis-

tribution of weather regimes will change. Arctic amplification results in greater warming over the Arctic com-

pared to themidlatitudes, and this study examines how patterns ofArctic airmasses will be affected. The authors

employ the Community Earth SystemModel Large Ensemble (CESM-LE) RCP 8.5, consisting of 30 ensemble

members run through the twenty-first century. Self-organizing maps are used to define archetypes of 850-hPa

equivalent potential temperature ue850 anomalies with respect to a changing climate and assess changes in their

frequency of occurrence. In the model, a pattern with negative ue850 anomalies over the central Arctic becomes

less frequent in the future. There is also an increase in the frequency of patterns associated with an amplified

ridge (trough) with positive (negative) ue850 anomalies over western (eastern) North America. It is hypothesized

that the increase in frequency of such patterns is the result of enhanced forcing of baroclinic waves owing to

reduced sea ice over the western Arctic. There is also a decline in patterns that have anomalously high ue850 over

the North Atlantic, a pattern that is associated with intense ridging in the 500-hPa flow over the North Atlantic

and colder ue850 over Europe. The authors relate the decrease of these patterns to an enhancement of the North

Atlantic jet induced by a warming deficit in the North Atlantic Ocean.

1. Introduction

With global climate change, both historical observa-

tions (Serreze et al. 2008; Screen and Simmonds 2010)

and future climate modeling studies (Holland and Bitz

2003; Kay et al. 2012) predict a rise in global tempera-

ture that is larger over the Arctic than the midlatitudes,

known as Arctic amplification. However, society is not

only concerned with the average future climate change

but also how this will be manifested as the daily weather

people experience. Will regimes of cold temperatures

over the northeastern United States and eastern Canada

that typified the winters of 2013/14 and 2014/15 become

more common in the future? Can we expect a cold

European winter pattern similar to that of 2012/13 to

occur more often in the future? These questions cannot

be addressed through an examination of the average

change in temperature. They require an understanding

of the variability of airmass patterns and how these will

change in the future. Of particular importance is the

formation of Arctic air masses and their associated

changes in the midlatitude flow.

Arctic or polar continental air masses are cold and dry

air masses generally associated with deep and persis-

tent near-surface temperature inversions (Curry 1983).

These inversions are the result of effective radiative

cooling over highly emissive snow and sea ice covered

surfaces and are enhanced because of radiative cooling

from ice crystals through the depth of the column (Curry

1983). In general, the maximum cooling for the forma-

tion of Arctic air masses occurs over land as a result of

ocean heat conduction through sea ice (Curry 1983).

These air masses can be advected into the midlati-

tudes to create cold air outbreaks (Walsh et al. 2001).

For example, Walsh et al. (2001) demonstrated that cold

air masses in midlatitude North America originate

from northern Canada, the central Arctic, or Asia.

The observed (Serreze et al. 2008) and predicted (Kay

et al. 2012) vertical structure of Arctic amplification has

the largest increases in temperature at the surface and

decreased warming with height. Therefore, polar am-

plification implies a reduction in the strength of surface

inversions typical of Arctic air masses. There are several

positive feedbacks responsible for Arctic amplification,

the most important being surface albedo and lapse rate
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feedbacks (Pithan and Mauritsen 2014; Graversen et al.

2014). As the fraction of surface area covered by highly

reflective sea ice and snow declines, they are replaced

by open ocean and land with a lower albedo, resulting

in enhanced absorption of heat at the surface and thus

more melting (Manabe and Wetherald 1975). The pos-

itive lapse rate feedback in the atmosphere is caused by

the existence of a surface temperature inversion, which

confines theArctic warming to the lower levels (Manabe

and Wetherald 1975) and requires a larger surface

warming to balance changes in radiation at the top of the

atmosphere (Pithan and Mauritsen 2014).

The goal of this work is to expand upon our un-

derstanding of climatological changes inArctic airmasses

owing to Arctic amplification and examine how their

variability may change in the future. To address this

problem, we employ a 30-member ensemble of future

projections from the Community Earth System Model

(CESM) Large Ensemble (CESM-LE) fully coupled

model. This new large ensemble allows us to examine

changes in the internal variability of airmass patterns,

providing the equivalent of 30yr of climatological vari-

ability for each model year. To represent Arctic air

masses, we use the January–February (JF) equivalent

potential temperature field at 850hPa (ue850) north of

508N, a measure of both temperature and moisture. To

identify relevant patterns, we use a self-organizing maps

technique, which allows us to both identify archetypes

of ue850 anomaly patterns and examine how their fre-

quency of occurrence changes through time. The combi-

nation of the large-ensemble data and the self-organizing

maps method allows us to separate out the forced climate

change signal from changes in internal variability. This

allows us to answer the question of how patterns of air

masses will change in the future. Furthermore, there will

be implications on flow regimes, such as the Arctic Os-

cillation and midlatitude planetary waves, which may

impact the formation and movement of these air masses

and are likely to experience changes in the future.

2. Data and methods

a. Data

This study utilizes data from the CESM Large En-

semble RCP8.5 for 2006–80, consisting of 30 ensemble

members (Kay et al. 2014). Each ensemble member

represents a realization of the future climate, and to-

gether the 30 members provide a wide range of potential

solutions that differ only because of internal variability of

the climate system. This is an advantage over multimodel

ensembles, where different physics are represented in

addition to internal variability. Details regarding the

CESM-LE experiment can be found in Kay et al. (2014).

The CESM is the most recent version of the National

Center for Atmospheric Research’s global coupledmodel

comprised of four component models: the Community

Atmosphere Model 5 (CAM5); the Parallel Ocean Pro-

gram, version 2, (POP2); the Community Ice Code

(CICE4); and the Community Land Model, version 4

(CLM4) (Hurrell et al. 2013). The component models are

identical to the previous model version, the Community

Climate System Model, version 4, (CCSM4) (Gent et al.

2011), except for the atmospheric component (Hurrell

et al. 2013). CAM5 has undergone several improvements

from the previous version, CAM4, including increased

vertical resolution from 26 to 30 levels, new parameteri-

zation schemes for moist turbulence and shallow convec-

tion, and changes to the cloud microphysics scheme

(Neale et al. 2012). Of significance for the Arctic are the

resulting improvements in the representation of the total

cloud percentage (Barton et al. 2012; Kay et al. 2012).

A comprehensive analysis of the representation of

the Arctic in CESM has yet to be conducted as it was by

De Boer et al. (2012) for CCSM4. De Boer et al. (2012)

found that CCSM4 generally represents the patterns of

surface air temperature with a small negative bias on the

order of 22K. They do find a significant negative bias

in sea level pressure (SLP) over the Arctic, resulting in

a weaker Beaufort high than is observed (De Boer et al.

2012). This influences the Beaufort Gyre, leading to

errors in sea ice motion (Jahn et al. 2012). Otherwise,

the Arctic sea ice in CCSM4 compares well with ob-

served sea ice in terms of concentration and thickness

(Jahn et al. 2012). The negative SLP bias over the Arctic

is corrected in CESM; however, there are still issues with

the Beaufort high being situated closer to the Eurasian

coast than in the observations (DeRepentigny et al.

2015, manuscript submitted to J. Climate). CESM has

a similarly well-simulated Arctic sea ice cover but ex-

periences more rapid sea ice loss than the previous

model version, presumably as a result of improvements

to the cloud parameterizations and their resulting im-

provement of Arctic surface temperature (A. Jahn 2014,

personal communication).

In this study, Arctic air masses are represented by

patterns of ue850 north of 508N. Here, ue850 is the tem-

perature an air mass would have if it were lifted to the

lifting condensation level, condensing out all of its

moisture, and compressed adiabatically to a reference

pressure (1000hPa) (Holton 2004, p. 290). As such, it is

conserved under adiabatic motion. It is a goodmetric for

air masses since it integrates both temperature and

specific humidity, which are used to distinguish between

airmass types. The number of vertical levels that are

archived in the CESM-LE is limited, so ue850 is estimated

using a simplified form (Holton 2004, p. 291) as follows:
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where T is temperature (K) at 850hPa, P5 850 hPa, q

is specific humidity, the latent heat of condensation

Lc 5 2:53 106 J kg21, the specific heat for dry air at

constant pressure cpd 5 1004 J kg21K21, the specific gas

content R5 287:04 J kg21K21, and the reference pres-

sure P0 5 1000hPa. All analysis is conducted for the

months of January–February, when Arctic tempera-

tures are coldest on average.

b. Self-organizing map algorithm

The self-organizing map algorithm uses competitive

machine learning to represent the probability density

function of a dataset using a two-dimensional grid of

map nodes. The method allows for the classification of

large volumes of data into a predetermined number

of archetypes that are organized based on their simi-

larities. Since its introduction by Kohonen (1982), the

self-organizing map (SOM) algorithm has been applied

in a variety of different disciplines and is gaining popu-

larity in the atmospheric sciences (Huth et al. 2008).

It has been used to investigate synoptic circulations as-

sociated with extreme events, as in E. N. Cassano et al.

(2006), a study of extreme temperature and winds in Bar-

row,Alaska, andCavazos (2000), which examined extreme

precipitation in northeastern Mexico/southeastern Texas.

The SOMalgorithm can also be used as a novelmethod for

the validation of model variability, through comparison

between observation and model SOM node frequencies

(Schuenemann and Cassano 2009). In a climate change

context, the method has also been applied to demonstrate

changes in patterns and variability in global climatemodels

(GCMs) run with future climate scenarios (Schuenemann

and Cassano 2010; J. J. Cassano et al. 2006). An extended

discussion on the application of SOMs for synoptic clima-

tology can be found in Hewitson and Crane (2002).

The SOM algorithm is an iterative process by which

input data are used to train a SOM that represents the

data’s distribution. The input data are first normalized,

then multiplied by the cosine of the latitude to take into

account the variation in gridbox size with latitude. This

way grid boxes with smaller area or greater variance do

not have a disproportionately larger influence on the

analysis. The user defines a SOM size that determines the

number of map nodes or patterns to represent the data.

For example, the final SOM size chosen for this study

(after sensitivity testing) is 33 4, giving a total of 12 nodes.

The SOM nodes are then initialized with random data

prior to node training.

The SOM training algorithm proceeds by repeated

comparison of input data vectors to the SOM nodes.

For example, the data vectors in this study are daily

maps of ue850. A best match unit mi is determined to

be the map node that has the smallest Euclidean dis-

tance to the input data vector xi. The best match unit and

surrounding nodes are then updated as follows:

m
i
(t1 1)5m

i
(t)1a(t)h

ci
(t)[x(t)2m

i
(t)] , (2)

where t is the training time, a is the learning rate pa-

rameter, and hci is the neighborhood function. The

learning rate parameter defines the amount by which

the map is updated, which in this study is an inverse

function of training time (Vesanto et al. 2000; Kohonen

2001, p. 145). The neighborhood function hci represents

the shape of the influence. There are several com-

monly applied neighborhood functions. Here we use the

Epanechikov function, which was shown by Liu et al.

(2006) to outperform other common radius functions in

simplified tests. The Epanechikov function is

h
ci
5max

�
0, 12

d2

r2

�
. (3)

The map distance to the best match unit is d, where

adjacent map nodes have a distance of 1. The radius of

influence r is the maximum distance away from the best

match unit where the input data still have influence. The

shape of hci is maximized at the best match unit and

decreases to zero at the radius of influence. It is good

practice to begin the training with a radius of influence

equal to the diameter of the SOM to ensure that all

nodes are updated and decrease the value with training

time (Kohonen 2001). The SOM may be trained in

multiple training steps, and it proceeds for some multi-

ple of the total number of data vectors, which in this

study is the total number of days. Further details on the

SOM algorithm can be found in Kohonen (2001), and

software are freely available (Vesanto et al. 2000; http://

www.cis.hut.fi/research/som-research/).

The greatest advantage of using SOMs over the more

traditional analysis of empirical orthogonal functions

(EOFs) is the lack of restrictions of orthogonality and

stationarity of identified patterns. Processes in the at-

mosphere are not always well represented by orthogonal

patterns, such as the ue850 anomaly field, where the first

EOF represents only 7% of the variability. The use of

a SOM can identify sets of nonorthogonal patterns in

data that may be more physically relevant, which Liu

et al. (2006) demonstrated in an idealized setting using a

repeating set of nonorthogonal one-dimensional patterns.

An EOF of these data produced one of the predefined

patterns as the first EOF and a mixture of the other pat-

terns as the second EOF. A SOM of the same data re-

produced all four patterns. This blending of patterns,
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owing to the orthogonality constraint, has also been shown

in two dimensions, both in an idealized setting (Reusch

et al. 2005) and as applied to variability in the North At-

lantic (Reusch et al. 2007).

Another issue that can compromise the utility of an

EOF analysis is the impact of changing atmospheric

patterns in time. Tremblay (2001) conducted an ideal-

ized study of the North Atlantic Oscillation (NAO)

with a shift in the northern center of action, similar to

the regime shift in the mid-1970s. The results of this

study showed a first EOF thatwas a north–south-oriented

dipole, consistent with the NAO, and a second EOF that

was an east–west dipole. This study demonstrates that

nonstationarity in atmospheric patterns can result in the

generation of nonphysical EOF modes. In contrast,

Johnson et al. (2008) were able to identify the shift in

centers of action of the NAO with time using SOMs.

The SOM in Johnson et al. (2008) identified both

NAO patterns that were north–south oriented and ones

with patterns where the northern center of action was

shifted to the east. They also demonstrated the shift

between the two as relative changes in the frequency of

occurrence of these patterns. This is an important im-

plication to consider when conducting analysis of at-

mospheric fields in a changing climate.

In comparison to other clustering methods, a useful

trait of the SOM is the organization of the SOM with

more similar patterns being closer together. This is a

product of the neighborhood function, which alters not

just the winning map node but also the nodes within a

given distance from the winning node. If the radius of

influence in the neighborhood function were always one,

there would be no topological ordering in the SOM,

and thus the SOM would be reduced to an adaptive K-

means clustering method, as described in Murtagh and

Hernández-Pajares (1995).
Although SOMs present several advantages over

traditional methods, a drawback to the method is the

large number of free parameters involved, which can

lead to some subjectivity in producing a SOM. The size

of the SOM is user defined and chosen so as to represent

the distribution required for the study with the fewest

patterns. Depending on the problem being studied, the

SOM size could impact the patterns identified. In this

study, increasing the size of the SOM resulted in the

duplication of preexisting patterns, indicating that

the SOMs are robust with respect to size in their iden-

tification of important patterns.

There are also several tunable parameters within the

algorithm itself, such as the learning rate function, train-

ing length, and radius of influence. We conduct tests of

these free parameters and choose SOMs based on mea-

sures of the quality of the SOM produced. The Sammon

mapping algorithm (Sammon 1969) is a nonlinear map-

ping from higher to lower dimension, which represents

the Euclidean distance between the map nodes onto a

two-dimensional field. Using this method, a Sammon

map can be generated to determine the topology or

spatial relationship between map nodes. This provides

information about how similar map nodes are to one

another. A well-constructed SOM should have a flat

Sammon map, where the ordering of the map nodes is

preserved (Kohonen 2001). The quantization error (QE)

is a measure of how similar the data are to the best match

unit and is the average Euclidean distance between a data

vector and its best match unit (Vesanto et al. 2000). The

topographic error (TE) is the percentage of data vectors

for which the second-best match node is not adjacent to

the winning node and is a measure of how well ordered

the SOM is (Vesanto et al. 2000). W. Gutowski (2015,

personal communication) has shown that, during the

training of a SOM overfitting of the SOM can result in

lower QE at the expense of higher TE. In the creation of

SOMs in this study, the free parameters are chosen so

that the resulting SOM has a balance of low QE, low

TE, and a well-ordered Sammon map. In such well-

constructed SOMs, we find that the general patterns

identified by the SOMs are robust regardless of the tun-

able parameters chosen (not shown).

c. Creation of a master SOM

In this study, we are interested not only in the mean

change in Arctic air masses, but also in how the internal

variability will change in the future. To isolate these

changes in internal variability, we leverage the large

number of ensembles to create a daily ue850 anomaly field

with respect to the changing climate. An annual JF en-

semble average field is created to represent the changing

climate. There are small year-to-year differences in the

annual JF ensemble averages, indicating that internal

variability has some remaining impact, even with the

large ensemble. The anomaly field is computed as the

daily ue850 values minus the annual JF ensemble average,

repeated for all years and ensemble members. A 3 3 4

master SOM is created using these daily ue850 anomalies

(Fig. 1). Tests with larger SOM sizes revealed qualita-

tively similar patterns to the 3 3 4 but more duplicate

patterns, and a reduction in the SOM size lead to the

merging of patterns. Consequently, a 3 3 4 SOM was

chosen so as to balance the need to fully represent the

distribution of atmospheric patterns with the least

number of maps possible.

Two sets of trainings are employed in the generation

of the master SOM, the training length for each being

10 times the number of days of input data. With this

training length, there is a balance between QE and TE,

2362 JOURNAL OF CL IMATE VOLUME 29



and both are adequately small (not shown). The first and

second trainings, respectively, have radii of influence of

6 and 2 and alpha values of 0.5 and 0.1. The Sammonmap

is well ordered with generally equal distances between

map nodes (Fig. 2). These measures of SOM quality

demonstrate that the master SOM is well constructed.

3. Results

a. Climatological change

The development of the CESM Large Ensemble pro-

vides the range of internal variability that is necessary to

produce a climatology over a short time period (Kay et al.

2014). Here we conduct ensemble averages of two de-

cades (2010–20 and 2070–80) to investigate how the cli-

matology changes from the beginning to the end of the

study period. For ue850, we see an expected Arctic am-

plification signal of higher ue850 over the entire central

Arctic Ocean (on the order of 5K) and smaller increases

over the midlatitudes (Fig. 3). In general, the greatest

increases in ue850 occur in regions that are initially the

coldest. This results in greater increases in ue850 in the

northeast of the continents, acting to weaken the preex-

isting east–west ue850 gradient.

Accompanying these increases in ue850 are climato-

logical changes in related mass fields. The 500-hPa ge-

opotential height Z500 increases over the central Arctic

and Eurasia (Fig. 4a) by the end of the time period, with a

pattern similar to the ue850 increases (Fig. 3). This is to be

expected with a general warming throughout the tropo-

sphere. Over the North Atlantic, where the ue850 anomaly

was smallest (Fig. 3), there is also a deficit in Z500 height

increases (Fig. 4a). On the equatorward edge of this

deficit in Z500 increases, we see an enhanced 200-hPa

wind speedsV200 up to 4ms21, an increase on the order of

10% (Fig. 4a). This is indicative of a strengthening and

eastward extension of the North Atlantic jet in the future

(not shown), which Simpson et al. (2014) find to be a

robust feature between various CMIP5 models.

FIG. 1. Map node patterns for master SOM of daily ue850 anomalies with respect to annual JF ensemble mean (K; color).
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There are also climatological changes in the low-level

(850 hPa) relative vorticity (Fig. 4b). In the Pacific, there

is a region of anomalous cyclonic vorticity over the Be-

ring Sea and anticyclonic anomalies to the south across

the western central Pacific. A cyclonic vorticity anomaly

is also present over the Greenland, Iceland, and Norwe-

gian Seas, with a region of anticyclonic anomalies

over Europe.

At the surface, the climatological difference in

mean sea level pressure between the 2070–80 and

2010–20 climatologies reveals a decline in SLP over

the eastern Arctic (Barents/Kara Seas), western

Arctic (Bering/Chukchi Seas), Sea of Okhotsk, and

Hudson Bay (Fig. 4c). Commensurate with these re-

gions of low pressure are enhanced turbulent heat

fluxes and declines in sea ice concentration (SIC)

(Fig. 4d). This is suggestive of a link between sea ice

and local SLP.

In the North Atlantic there is a relative cooling in

SSTs (Fig. 4e) consistent with the North Atlantic

‘‘warming hole’’ discussed in Drijfhout et al. (2012).

Above this warming hole region, there is a decrease in

turbulent heat flux and smaller increase in ue850 andZ500

heights relative to surrounding regions (Figs. 3, 4a).

These changes in SST and SIC may represent impor-

tant changes in the surface topography with dynamic

and thermodynamic impacts on the overlying atmo-

sphere, which will be further examined in the discus-

sion section.

b. Internal variability

The master SOM of ue850 anomalies identifies domi-

nant airmass patterns relative to a changing climatology

(Fig. 1). Pattern (3,4) has lower (higher) ue850 over the

central Arctic (midlatitudes), which we will refer to as

the cold Arctic node. There are higher ue850 anomalies

over northern North America in nodes (2,2), (2,3), (3,2),

and (3,3), which we will refer to as warm North Amer-

ican Arctic nodes, and lower ue850 over northern North

America in nodes (1,4), (2,4), and (3,1), which we will

refer to as cold North American Arctic nodes. Nodes

(1,1), (2,1), and (1,2) have higher (lower) ue850 over

the eastern/central Arctic (central Russia/Europe),

which we will refer to as warm eastern Arctic nodes.

The occurrence of these patterns and their change in

time are investigated by computing time series of best

match unit frequency (BMUF) per year for each map

node. The internal variability of pattern frequency is

provided by the large number of ensemble members.

The substantial spread between the median, quartiles,

and extrema of BMUF across ensemble members

demonstrates the large internal variability (Fig. 5).

The self-organizing maps methodology assumes a

data distribution that is a continuum such that if there

are members that are very different from one another

and there are no observed patterns in between, a

transitional SOM node could be generated but rarely

be the best match unit. In this master SOM, all mem-

bers are representative of patterns at some point in

the time period, and the frequencies are generally well

distributed, with no member grossly outweighing

the rest in terms of frequency of occurrence (Fig. 5).

With a 12-node SOM, a frequency of 8.33% for each

node would represent an equal distribution across the

map nodes.

The frequency of occurrence of these nodes is

changing throughout the time period (Fig. 5). Multiple

linear regression applied to the BMUF of each SOM

node reveals statistically significant trends at the 95th

percentile in several of the map nodes. In particular, the

cold Arctic node (3,4) and two of the warm eastern

Arctic nodes [(1,1) and (2,1)] are decreasing in fre-

quency in the future. The cold North American Arctic

patterns on the right side of the SOM [(1,4) and (2,4)]

are increasing in frequency, as well as three of the warm

North American Arctic patterns [(2,2), (2,3), and (3,2)].

The associated mass fields with each of these SOM

nodes can be used to gain further understanding of the

processes involved in generating differing ue850 patterns.

To this end, SOM node composites are computed for

each of the map nodes by averaging days when the map

node is the bestmatch unit. Sincemany of themass fields

experience large changes throughout the time period,

we show these results for the node composites of the

2070–80 time period. Figure 6 shows the composites of

SLP, 500-hPa heights, and ue850 anomalies for each of

the SOM nodes, and Fig. 7 does the same for anomalies

FIG. 2. Sammon map representing the relative Euclidean distances

between the map nodes for the SOM shown in Fig. 1.
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in SLP and SIC. For the fields shown in this study, the

magnitudes of the variability differ depending on the

decade of study chosen, but the patterns are similar

between decades (not shown).

The cold Arctic node (3,4) is associated with lower

SLP and 500-hPa height, as well as more zonal geo-

strophic upper-level flow centered over theArctic (Figs. 6,

7). These features are indicative of a well-developed

polar vortex and are typically associated with a positive

Arctic Oscillation (AO). This node is also experiencing

some of the largest trends in its frequency of occurrence

at 25% century21 (Fig. 5).

The warm North American Arctic nodes [(2,2), (2,3),

(3,2), and (3,3)] all have a ridge over western North

America with higher ue850 anomalies centered on the

ridge axis (Fig. 6). Node (2,2) has a moderately ampli-

fied ridge, with positive ue850 anomalies across North

America and negative ue850 anomalies over Eurasia.

Node (3,2) has a highly amplified ridge and is associated

with warm ue850 over Alaska and the Northwest Terri-

tories on the order of 8K. For all the warm North

American Arctic nodes, the geostrophic wind associ-

ated with the SLP and 500-hPa height fields are veering

with height between the upstream trough and amplified

western North American ridge (Fig. 6). This layer mean

warm air advection can act to amplify the ridge. Al-

though the SOM was conducted on ue850 anomalies

north of 508N, the node composites show associated

cold ue850 anomalies south of 508N in the northeastern

United States, in particular for node (3,2) (Fig. 6). Sev-

eral of these map nodes are experiencing statistically

significant increases in the future, specifically nodes

(2,2), (2,3), and (3,2) (Fig. 5).

For the cold North American Arctic nodes, (2,4) has

negative ue850 anomalies confined to Alaska/Northwest

Territories and resembles the cold Arctic node (3,4),

with zonal upper-level flow (Fig. 6) and anomalously low

SLP over the Arctic (Fig. 7); however, the negative ue850
anomaly is centered over the continent instead of the

central Arctic (Fig. 6). Nodes (1,4) and (3,1) have very

cold ue850 anomalies over most of northern North

America up to 28K, with a trough over central North

America and ridging upstream over Alaska or the

Beaufort/Chukchi Seas (Fig. 6). For each of these, the

maximum cold anomaly is located a quarter wave-

length upstream of the trough, where you would expect

the maximum anticyclonic vorticity advection and cold

air advection to occur (Fig. 6). Similar to the warm

North American Arctic nodes [(2,2), (2,3), (3,2), and

(3,3)] with ridges located over western North America,

these patterns are all consistent with a baroclinic wave

response over North America (Fig. 6). This is evidenced

in the relative locations of the upper-level ridge/trough

to the lower-level SLP, where we can see that troughs

are tilted westward with height (Fig. 6). Of the cold

North American nodes, (1,4) and (2,4) occur at an in-

creased frequency in the future, whereas (3,1) has no

significant trend (Fig. 5). This implies a total increase

in cold anomalies over the North American Arctic

through the period.

The warm eastern Arctic nodes [(1,1), (2,1), and (1,2)]

are characterized by positive ue850 anomalies over the

eastern or central Arctic and negative anomalies over

central Russia or Europe (Fig. 1). Nodes (1,1) and (1,2)

have a dipole in SLP anomalies across the eastern

Arctic, with a positive anomaly over northern Europe/

Russia and negative anomaly over Greenland (Fig. 7).

This would favor the southerly advection of warm air

from the Atlantic into the eastern Arctic, consistent

with the existence of a warm anomaly in the eastern

FIG. 3. Decadal JF ensemble-mean ue850 (K) for (left) 2010–20, (middle) 2070–80, and (right) difference (2070–80 minus 2010–2020).
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Arctic (Fig. 6). In the upper levels, these nodes are as-

sociated with enhanced ridging in the 500-hPa flow over

the Barents and Kara Seas (Fig. 6). Node (2,1) does not

have an SLP dipole but rather one large positive SLP

anomaly over the entire Arctic (Fig. 7), and the warm

anomaly in this pattern is centered over the central

Arctic as opposed to nodes (1,1) and (2,1), where it is

located more toward the eastern Arctic (Fig. 6). There

are significant declines in the frequency of occurrence

in nodes (1,1) and (2,1) in the future (Fig. 5).

4. Discussion

In this section, we suggest hypotheses for the causes of

trends in the frequency of occurrence of SOMnodes and

highlight their relationships to known modes of climate

variability. A particular emphasis is placed on climato-

logical changes in surface boundary conditions that may

alter planetary-scale circulations associated with these

SOM node patterns.

a. Implications for the AO

Node (3,4) is characterized by cold ue850 anomalies

over the central Arctic compared to the midlatitudes,

lower SLP, and lower 500-hPa geopotential heights

(Figs. 6, 7). This node is also experiencing significant

declines in the future. The erosion of the Arctic in-

version layer may lead to reduced cold air generation

over the central Arctic relative to the midlatitudes

and be responsible for this change in the frequency of

node (3,4).

This pattern is typical of the surface temperature and

upper-level exhibition of the positive phase of the AO.

The AO is typically defined as the first EOF of SLP over

the Arctic, where a positive phase consisting of SLP

anomalies that are negative over the central Arctic

FIG. 4. Decadal JF ensemble-mean difference (2070–80minus 2010–20) for (a) 500-hPa geopotential height (m; color) and 200-hPawind

speed (contours every 1m s21; dashed negative), (b) relative vorticity (s21), (c) turbulent heat flux (Wm22; color) and SLP (hPa; con-

toured every 0.5 hPa; dashed negative;22 hPa in green; and12 hPa in magenta), (d) SIC (%) with decadal average (2010–20) sea ice edge

(magenta line), and (e) SST (K). (f) A map of the Arctic Ocean indicating the locations of peripheral seas.
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and positive over the North Atlantic and North Pacific

(Thompson and Wallace 1998). The AO is generally

associated with more zonal upper-level flow, enhanced

contrast in upper-level heights between the Arctic and

midlatitudes, and a strong polar vortex (Thompson

and Wallace 1998).

The airmass pattern in node (3,4) is consistent with the

positive phase of the AO; however, the results are not

directly comparable to the AO index since the analysis

is conducted on ue850. The results here do suggest some

significant airmass changes that could be related to

patterns in the large-scale flow. The traditional method

of examining such teleconnections uses EOF analysis

that requires stationarity in the SLP time series. In the

case of global climate change, this assumption is likely

invalid. A technique such as self-organizing maps ap-

plied to variables that represent the upper- and lower-

level manifestations of the AO or NAO could be used

to address how these teleconnections may change in

the future and how they may be related to airmass

generation.

b. Role of the North Atlantic warming hole

Amidst the increase in global SST, the North At-

lantic has experienced a warming deficit (Drijfhout

et al. 2012). This ‘‘North Atlantic warming hole’’ has

been related to a slowing of the Atlantic meridional

overturning circulation (MOC) (Rahmstorf et al. 2015;

Drijfhout et al. 2012; Woollings et al. 2012), which is

expected to continue to slow in the future (Collins et al.

2013). In the historical period, the MOC has been

shown to drive the internal variability of the North

Atlantic through its impacts on the Atlantic Multi-

decadal Oscillation (AMO). Phases of the AMO

have, in turn, been related to storm tracks (Yamamoto

and Palter 2016), atmospheric circulation patterns

(Alexander et al. 2014; Ting et al. 2014), and pre-

cipitation (Alexander et al. 2014; Ting et al. 2014) over

FIG. 5. Ensemble spread in average JF best match unit frequency over time. Ensemble median (solid black line), 25th–75th percentiles

(dark gray shading), andmaximum tominimum (light gray shading). Statistically significant multiple linear regressions of the best match unit

frequencies (at the 95th confidence level) are shown as red (positive) and blue (negative) trend lines with given trend value ( %yr21).
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the North Atlantic. We may therefore expect that the

North Atlantic warming hole may have significant

consequences for the atmospheric circulation in the

future. For example, Woollings et al. (2012) associated

the North Atlantic warming hole with an eastward

extension of the North Atlantic storm track.

In the CESM-LE, this SST feature is seen in the

climatological difference between the 2070–80 and

2010–20 decadal averages, as a region of smaller

temperature increase compared to the surroundings

(Fig. 4e). The lack of warming extends into the at-

mosphere, where we can see there is a reduced

warming in ue850 (Fig. 3) and consequently lower

500-hPa heights (Fig. 4a), consistent with lower col-

umn thicknesses over this region. This results in an

enhanced height gradient at 500 hPa in the North

Atlantic basin, resulting in a strengthening and ex-

tension of the North Atlantic jet. The configuration

resembles a shift toward a more positive NAO phase.

This is a dynamically consistent mechanism by which

changes in the SSTs may be impacting the atmo-

spheric circulations and is consistent with the results

of Woollings et al. (2012), indicating an extension of

the North Atlantic storm track.

We hypothesize that this climatological forcing de-

creases the probability of occurrence of nodes (1,1) and

(2,1). The strengthening and extension of the jet over

Europe shifts the poleward jet exit region over the

Barents–Kara Seas. The upper-level forcing of the

poleward jet exit region would act to inhibit the for-

mation of the large upper-level ridges over the North

Atlantic, typical of nodes (1,1) and (2,1) (Fig. 7). Al-

though there have been suggestions that reduced sea

ice in the Barents–Kara Seas would increase the pro-

duction of anticyclones in the region (Liu et al. 2012;

Petoukhov and Semenov 2010), this SST anomaly as-

sociated with the North Atlantic warming hole may act

to dampen the sea ice signal in the future.

FIG. 6. SOMnode (2070–80) equivalent potential temperature anomalies relative to decadal average (K; color), SLP (hPa; gray contours),

and geopotential height at 500 hPa (m; black contours).
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c. Role of sea ice loss

The presence of sea ice insulates the cold overlying

atmosphere from the warmer ocean below. This sea ice

cover is declining rapidly, with projections indicating the

likelihood of a purely seasonal ice cover prior to the

mid-twenty-first century (Collins et al. 2013; Wang and

Overland 2012). Although sea ice losses are greatest in

the summer, winter sea ice loss has a larger impact on

the atmosphere, with greater heat fluxes and conse-

quently larger increases in air temperature (Deser et al.

2010; Singarayer et al. 2006). Several GCM studies have

been conducted to study the atmospheric response to

sea ice loss using prescribed sea ice and SST boundary

conditions that either represent interannual variability

in the historical period (Honda et al. 1999; Deser et al.

2000; Alexander et al. 2004; Kvamstøet al. 2004) or fu-
ture projected sea ice loss (Magnusdottir et al. 2004;

Deser et al. 2004; Singarayer et al. 2006; Seierstad and

Bader 2009; Deser et al. 2010). A comprehensive review

of the topic was conducted by Budikova (2009), al-

though many studies have been published since then.

In a twentieth-century GCM modeling study with pre-

scribed sea ice loss from the end of the twenty-first

century, Deser et al. (2010) show that sea ice loss in

January–February results in an increase in temperature,

with the warming concentrated north of 658N and ver-

tically to 800 hPa and accompanied by an increase in

500-hPa heights over the central Arctic. This mean

change is consistent with the declining frequency of

pattern (3,4) (Fig. 1), which is characterized by low ue850
and lower geopotential heights over the central Arctic

(Fig. 5).

In addition to local impacts on air temperature, many

modeling studies have addressed the impact of sea ice

loss on the midlatitude flow in the winter (Honda et al.

FIG. 7. SOM node anomaly relative to the decadal ensemble average (2070–80) of SIC (%) and SLP (hPa): contoured solid black for

positive, dashed black for negative, magenta for 14 hPa, and green for 24 hPa.

1 APRIL 2016 GERVA I S ET AL . 2369



1999; Deser et al. 2004; Alexander et al. 2004;

Magnusdottir et al. 2004; Singarayer et al. 2006; Seierstad

and Bader 2009). The midlatitude response to sea ice loss

varies depending on the specifics of the experiment, such

as region of sea ice loss and month of study. Deser et al.

(2004) decomposed the sea ice response toNorthAtlantic

loss into an indirect response that projected onto the

NAO and a direct response consisting of the remainder.

They found that the indirect response consisted of a

negative NAO, and the direct response was a surface low

pressure system over the sea ice anomaly and a down-

stream baroclinic wave. Seierstad and Bader (2009) at-

tributed the incongruities between the responses toNorth

Atlantic sea ice loss in various studies to the amount

of indirect versus direct response. Many studies suggest

a large indirect responsewhereNorthAtlantic sea ice loss

projects strongly onto the NAO, where low sea ice is

related to a negative NAO pattern (Deser et al. 2004;

Seierstad and Bader 2009; Alexander et al. 2004;

Magnusdottir et al. 2004). Singarayer et al. (2006), how-

ever, noted a decrease in sea level pressure over the re-

gion of sea ice loss, similar to the direct response of

Deser et al. (2004).

Though there are fewer studies that focus on the

response to sea ice loss in the western Arctic, the re-

sults are consistent. In experiments with prescribed in-

terannual variability in the Sea of Okhotsk, both

Honda et al. (1999) and Alexander et al. (2004) found

a stationary Rossby wave response to reduced sea ice

that extended across the Pacific and intoNorthAmerica.

Honda et al. (1999) corroborated these results in the

observations looking at differences between high and

low sea ice years. In these studies, there is a localized

low SLP anomaly above the region of sea ice loss and

a downstream ridge in the upper levels (Honda et al.

1999; Alexander et al. 2004), as was found in the direct

response of Deser et al. (2004).

We hypothesize that, on a climatological time scale,

sea ice reduction may result in the generation of a near-

stationary localized thermal low that can provide en-

hanced forcing to passing upper-level baroclinic waves.

Localized maxima in diabatic heating can result in the

formation of a surface cyclone (Bluestein 1993, chapter

1). Since sea ice in the Sea of Okhotsk, Bering Sea, and

Chukchi Sea is bounded by the land (Fig. 4f), the cli-

matological loss of sea ice and the resulting enhanced

turbulent heat fluxes will be localized anomalies. This

is seen in the climatological differences between the

2070–80 and 2010–20 ensemble decadal averages,

where there is increased turbulent heat fluxes and de-

creased SLP above regions of sea ice loss (Fig. 4c). The

localized low pressure systems (Fig. 4c) and increase in

potential vorticity (Fig. 4b) would result in enhanced

surface temperature advections. In a dynamically coupled

atmosphere, such temperature advections can feed back

onto the upper levels through impacts on the height

tendencies. As such, a thermal low at the surface could

amplify upper-level baroclinic waves passing over the

thermal anomaly, provided that it is downstream (up-

stream) of an upper-level trough (ridge). This is consis-

tent with the direct response to sea ice loss identified by

Deser et al. (2004) and the response to anomalous sea ice

in the Sea of Okhotsk (Honda et al. 1999; Alexander

et al. 2004).

An analogy of this mechanism can be made to the

presence of high orography of the Rocky Mountains on

the west coast of North America. In the lee of the

mountain range, a surface trough is formed as a result of

subsidence heating (Bluestein 1993). In addition to

generating a climatological surface pressure feature, the

presence of the mountains and the lee cyclogenesis as-

sociated with them also enhances the development of

baroclinic disturbances in the upper levels (Bluestein

1993). In the context of this work, the climatological

change in sea ice would be analogous to the develop-

ment of a region of downsloping, which has an expres-

sion as a surface climatological feature and will also

impact the development of baroclinic waves.

In the context of the SOM analysis, increased baro-

clinic wave development resulting from sea ice loss in

the westernArctic would bemanifested as an increase in

the frequency of SOM nodes with an amplified baro-

clinic ridge over western North America or the western

Arctic. This is the case for the warm North American

Arctic patterns [(2,2), (2,3), (3,2), and (3,3)] and two of

the cold North American Arctic patterns [(1,4) and

(3,1)], all of which are associated with amplified 500-hPa

flow and consequently have large ue850 anomalies over

parts of North America (Fig. 6). All of these patterns

are either experiencing no significant change in fre-

quency or a significant increase in frequency (Fig. 5).

Over Eurasia, this type of forcing due to sea ice loss also

exists; however, we suggest that the existence of a North

Atlantic warming hole may be acting to mitigate the

effects of sea ice loss in the region.

5. Conclusions

In this study, we apply a technique of self-organizing

maps to the new state-of-the-art CESM-LE to identify

archetypal Arctic airmass patterns and associated circu-

lation structures that are present through the twenty-first

century in the model. We have shown that, in the future,

there are changes in the frequency of ue850 anomaly pat-

terns relative to the ensemble-mean climatic change,

indicating a change in the internal variability.
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In particular, there is a decline in patterns associ-

ated with amplified flow over Europe associated with

warm ue850 over the eastern Arctic and cold ue850 over

central Russia/Europe. These patterns are reminiscent

of the cold European winter of 2012/13. Over North

America, there is an increase in patterns with more

amplified upper-level flow, with an amplified ridge

(trough) and positive (negative) ue850 anomalies in

western (eastern) North America. The 2014/15 cold

winter over eastern North America was similar to the

one of these pattern (node (3,2)), which is projected to

become more frequent in the future. A pattern with an

anomalously cold air mass over the central Arctic, as-

sociated with a well-developed polar vortex typical of

the positive phase of the Arctic Oscillation, is projected

to be less common in the future. These results imply

that, during the next century, there may be a transition

from a state where cold air is built up over the central

Arctic to one in which cold air generation over the

North American landmass is more important.

We hypothesize that changes in the surface forcing

by sea ice and SSTs could lead to changes in boundary

conditions that alter the frequency of occurrence of

these patterns. In particular, the change in the frequency

of patterns of amplified flow over North America may

be related to surface forcing from declining sea ice and

resulting enhanced forcing of baroclinic waves. For the

Eurasian sector, the existence of a warming hole in

SSTs, shown in Drijfhout et al. (2012) to be related to

the meridional overturning circulation, may play a role

in the decline of this pattern by enhancing the North

Atlantic jet. Further research would be required to ex-

plore the causality of these mechanisms.
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