1. **Title: Improving radiological images quality through super resolution generative adversarial networks.**
2. **Research question**

Can the performance of current foundational models for image processing and quality enhancement be matched or improved by developing a model specifically tailored to radiological images?

1. **Abstract**

This research explores the enhancement of radiological image quality using a tailored generative adversarial network (GAN) model. Radiological images such as CT scans, MRIs, and X-rays often suffer from quality issues like low resolution, noise, and artifacts, which can impede accurate medical diagnoses and treatments. The study aims to develop a deep learning model specifically designed to address these deficiencies by leveraging GANs to improve image resolution and clarity. The proposed model will be trained on multimodal radiological images from public repositories, ensuring transparency in image transformations and interoperability with existing clinical workflows. By improving the visual quality of radiological images, this research seeks to enhance diagnostic accuracy, reduce the need for repeat studies, and optimize healthcare resources, ultimately promoting the adoption of AI technologies in clinical settings.

1. **Justification**

What problem is being addressed?

In current clinical environments, a significant proportion of radiological images—including CT scans, MRIs, and X-rays—exhibit quality deficiencies such as low resolution, noise, artifacts, or poor calibration. These defects affect medical interpretation, hinder accurate diagnoses, and may lead to inadequate treatments or the need to repeat studies (Boita et al., 2021). For instance, a retrospective review in the USA showed that 68% of breast MRI cases had at least one technical deficiency, with artifacts (74%) and low signal to noise ratio (mostly) being the most common (Ruiz-Flores et al., 2020)

Why does this problem exist?

The causes of poor quality in radiological images are diverse:

* Technological limitations of some acquisition equipment (Van et al., 2020).
* Patient conditions (movement, difficulty cooperating, presence of implants) (Sonni et al., 2018).
* Errors in image capture or equipment calibration (Mabotuwana et al., 2018).
* High demand for imaging services, necessitating rapid work without repeating defective captures.
* Lack of standardization in acquisition protocols.

Additionally, although artificial intelligence techniques have gained relevance in medicine, their application to improve image quality is still scarce in real-world settings, mainly due to the lack of interpretability of the results generated by these tools (Langlotz et al., 2019).

Why is it important to solve this problem?

The goal is to improve diagnostic efficiency and accuracy in the healthcare system, reducing errors, avoiding the repetition of studies, and decreasing the burden on medical personnel. Solving this problem will allow:

* Increased quality of images used in clinical diagnosis.
* Improved reliability of medical decisions.
* Optimized use of healthcare resources, reducing operational costs.
* Strengthened adoption of artificial intelligence technologies in real clinical settings.
* Promoted equitable and safe care, especially in populations with limited access to cutting-edge technology.

How is the problem proposed to be solved?

An artificial intelligence tool based on deep generative models, in this case, generative adversarial networks (GANs) (Yi et al., 2018), will be developed to enhance the visual quality of radiological images. The model will be trained with images from public repositories which have the following characteristics:

* Multimodality: It will work with different types of radiological images (X-rays, CT scans, MRIs).
* Explainable approach: Transparency in the transformations performed on the images will be sought.
* Interoperability: Designed to easily integrate into existing clinical workflows and systems.

The development of this tool will allow the recovery of images that would otherwise be discarded or considered of low diagnostic utility, offering a robust, scalable solution aligned with the real needs of the healthcare system (Chen et al., 2022).

Also, why is it important to consider developing an own model, instead of external APIs? Let’s assume a scenario:

If we have a medical services company that realizes medical imaging, we could consider

Goal: Automatic enhancement and standardization of resolution and quality, the options are:

(A) Use the OpenAI API (or a similar service)

(B) Implement and run your own super-resolution model

Option A: Use an API

Estimated daily cost

Per enhanced image with DALL·E 3 / Real-ESRGAN API:

Processed image: ~$0.04

Additional analysis (GPT-4V): ~$0.0015 (if included)

Total per image (average): ~$0.04 – $0.05

Daily total:

1000 images × $0.05 = $50/day

Monthly (22 workdays):

22 × $50 = $1,100

Pros

* No infrastructure needed.
* Maintenance and updates handled by the API provider.
* Easy to scale.

Cons

* High cumulative cost in the long run.
* No full control over the model.
* External dependency (internet/API, medical privacy concerns).

Option B: Implement your own model

Estimated initial costs

| **Item** | **Approximate Cost** |
| --- | --- |
| Model training (1 A100 GPU/2 weeks) | ~$500 – $1000 (cloud) |
| Development / Optimization | $0 if done by you, $1000+ if outsourced |
| Local GPU server (e.g., RTX 4090 or A100) | ~$2000 – $6000 |
| Monthly maintenance (energy, support) | ~$100 – $300 |

This could mean an estimated daily operating cost based on electricity + maintenance: $3 – $10/day and After scaling, cost per image can drop to $0.005 – $0.01

Pros

* Much lower long-term costs.
* Full control (you can adapt and constantly tunning the model to medical imaging).
* You can train specialized variants (for ultrasound, CT scans, etc.).
* Better privacy (on-premises processing).

Cons

* Higher upfront investment and time.
* Requires technical personnel or know-how for upkeep.
* Implementation time (weeks or months).

Overall Comparison:

| **Criterion** | **External API** | **Own Model** |
| --- | --- | --- |
| **Short-term cost** | Low | High |
| **Long-term cost** | High (>$1000/month) | Low (<$300/month) |
| **Privacy** | Risk due to cloud | High (local) |
| **Scalability** | Immediate | Scalable with hardware |
| **Flexibility** | Limited | Full (customizable models) |

1. **State of the art**

Multiple studies show how artificial intelligence tools and techniques have significantly accelerated in recent years, impacting various sectors and disciplines. This expansion is driven by advancements in machine learning, data availability, and computing power. AI has moved beyond prediction and summarization to generating content that resembles human work, becoming integrated into numerous societal sectors1. The field has shown a consistent upward trend, with significant growth in publications and applications (J. Liu et al., 2018).

Generative artificial intelligence (GenAI) is increasingly being recognized for its transformative potential in the field of medicine. By leveraging advanced machine learning techniques, GenAI can create new content and insights that enhance various aspects of healthcare, from diagnostics to education and patient care. Generative adversarial networks (GANs), a type of GenAI, are used in ophthalmology for image enhancement, disease identification, and synthetic data generation. These applications improve the accuracy and efficiency of ocular imaging techniques (Waisberg et al., 2024).

The integration of GenAI in healthcare raises significant privacy and security concerns. These include threats to protected health information and the need for strategies to mitigate these risks (Chen & Esmaeilzadeh, 2024), GenAI provides rapid access to information, improves diagnostic and prediction accuracy, and offers valuable insights into health conditions. It is particularly beneficial when healthcare systems adapt culturally to integrate this technology (Jindal et al., 2024)

Computer vision has become a pivotal tool in medical imaging, offering significant advancements in diagnostic assistance. By leveraging artificial intelligence and machine learning, computer vision systems can enhance the accuracy and efficiency of medical diagnoses across various imaging modalities. Computer vision techniques have been applied to facial image analysis for medical diagnostics, enabling the detection of over 30 medical conditions through the identification of facial abnormalities. However, the clinical adoption of these methods is limited due to concerns about reliability and the need for further validation and applicability in real-world settings (Thevenot et al., 2018). Computer vision systems, particularly those using deep learning, have shown promise in segmenting and classifying medical images such as CT and MRI scans. For instance, convolutional neural networks (CNNs) have been effectively used for lung segmentation in CT images, achieving high accuracy and efficiency (Hu et al., 2020).

Despite the advancements, integrating computer vision systems into clinical practice remains challenging. Issues such as the need for large, annotated datasets for training, and the adaptation of algorithms to diverse clinical environments, are significant hurdles (Schmidt et al., 2023). Moreover, ensuring the systems' reliability and gaining clinical validation are critical for widespread adoption (Olveres et al., 2021).

Super-resolution (SR) is a technique used to enhance the resolution of images or videos beyond the limitations of the original imaging system. Recent advances in super-resolution have been driven by developments in deep learning and other computational methods (Lepcha et al., 2022). The introduction of deep learning has significantly advanced SR capabilities. Techniques such as convolutional neural networks (CNNs) and transformer-based models have improved the quality and efficiency of SR processes, allowing for better handling of complex images and videos (Chauhan et al., 2020).

1. **Theoretical framework**

Diagnostic imaging (Morris & Perkins, 2012) refers to medical techniques that allow visualization of the interior of the human body non-invasively, using technologies such as X-rays (Ou et al., 2021), computed tomography (CT) (Lu et al., 1977), magnetic resonance imaging (MRI) (Oppelt & Grandke, 1993), ultrasound, and nuclear medicine. These tools are fundamental for the detection, diagnosis, and monitoring of a wide variety of diseases, from bone fractures and tumors to cardiovascular and neurological conditions. Globally, diagnostic imaging plays a crucial role in improving healthcare by facilitating more accurate diagnoses and more effective treatments, thus reducing mortality and improving the quality of life for millions of people. Additionally, its continuous development drives technological innovation and the advancement of personalized medicine.

Radiation is used in several diagnostic imaging techniques because it has the ability to penetrate the human body and generate contrasts between different tissues, allowing detailed visualization of internal structures (Dendy & Heaton, 1999). For example, in X-rays and computed tomography (CT) scans, X-rays—a form of electromagnetic radiation—pass through the body and are absorbed to varying degrees by bones, organs, and tissues. These absorption levels translate into grayscale images that reveal internal anatomy. This facilitates the diagnosis and identification of various pathologies or anomalies in patients. This is done through various techniques, some of which use radiation and some do not. The most common are as follows:

* Radiography (X-rays): Uses electromagnetic radiation to penetrate the body. Dense tissues like bones absorb more X-rays and appear white, while soft tissues allow more radiation to pass through and appear darker in the image. It is quick and useful for evaluating bones, lungs, and thoracic structures.
* Computed Tomography (CT): Uses X-rays combined with computational processing to generate cross-sectional images (slices) of the body. It offers more detail than a simple X-ray and is ideal for studying internal organs, trauma, and tumors.
* Magnetic Resonance Imaging (MRI): Uses powerful magnetic fields (tesla) and radio waves to align the body's protons and then record their behavior as they return to their normal state. It does not use ionizing radiation and provides very detailed images of soft tissues such as the brain, muscles, joints, and spinal cord.
* Ultrasound (sonography): Emits high-frequency sound waves that bounce off body tissues. The echo of these waves is converted into real-time images. It is safe, portable, and widely used in obstetrics, abdominal, and cardiac studies.
* Nuclear Medicine (scintigraphy, PET): Introduces small amounts of radioactive material (radiopharmaceuticals) into the body. These emit radiation that is captured by special cameras to show the functioning of organs and tissues, rather than their structure. It is key in oncology, cardiology, and neurology.

The procedure for taking diagnostic images varies depending on the technique used, but generally follows common steps that ensure patient safety and image quality:

* Patient preparation: Depending on the type of image, the patient may need to follow specific instructions, such as fasting, not wearing jewelry, or dressing in a medical gown. In some studies, a contrast medium (oral, intravenous, or rectal) is used to improve the visualization of certain internal structures.
* Positioning: The patient is carefully placed in the appropriate position on the table or inside the imaging equipment (for example, in the MRI tube or under the CT scanner arch), depending on what needs to be observed.
* Image acquisition: The technical staff operates the equipment from a control room. During image acquisition, the patient must remain still (and sometimes hold their breath for a few seconds) to avoid blurry images. The duration of the study can range from a few minutes (simple X-rays) to more than an hour (complex MRI).
* Processing and analysis: The obtained images are digitally processed and sent to a storage system (PACS), where a specialized radiologist analyzes and interprets them.
* Diagnostic report: The radiologist issues a detailed medical report that is sent to the treating physician, who uses it to guide treatment or make clinical decisions.

Computer vision is a branch of artificial intelligence that allows machines to interpret and understand images and videos of the real world similarly to the human eye (Pulli et al., 2012). It uses advanced algorithms to detect patterns, extract features, recognize objects, and make decisions based on visual information.

This technology is applied in numerous fields such as industry, security, autonomous transportation, and medicine, among others. Its main strength is the ability to process large volumes of visual data quickly and accurately, making it a key tool for automating complex tasks that previously required human intervention. Computer vision techniques applied in clinical settings enable automated and precise analysis of medical images, facilitating the detection, segmentation, and classification of anatomical structures and possible pathologies (Esteva et al., 2021)

These techniques use digital processing algorithms and artificial intelligence, such as convolutional neural networks, to interpret large volumes of visual data quickly and accurately.

Their relevance lies in their ability to support medical diagnosis, reduce human error, streamline clinical workflow, and enable early diagnoses, even in regions with a shortage of specialists (Teslenko & Smelyakov, 2024). Thanks to computer vision, it is possible to develop systems for diagnosis support, disease monitoring, and treatment personalization, marking a significant advance towards more efficient, precise, and accessible medicine.

Among the different computer vision techniques, a recent advancement is super-resolution, which is an image processing technique aimed at increasing the spatial resolution of an image, i.e., improving its level of detail and sharpness from a low-resolution image (Capel & Zisserman, 2003). This is achieved through algorithms that estimate and reconstruct missing information based on learned patterns or statistical inferences. Traditional methods such as interpolation exist, but more modern approaches use deep neural networks that learn to generate high-quality versions from large volumes of data.

Neural networks are computational models inspired by the functioning of the human brain, composed of layers of nodes or "neurons" that process information through weighted connections (Prieto et al., 2016). These networks can learn complex patterns from data through a training process that adjusts the weights of the connections to minimize prediction error.

Deep learning (LeCun, 2019) is a subfield of machine learning (Janiesch et al., 2021) that uses neural networks with many hidden layers—hence the term "deep"—to model highly nonlinear and abstract relationships. Thanks to its ability to learn hierarchical representations of data, deep learning has revolutionized fields such as computer vision, natural language processing, and medical image analysis. Its success is partly due to access to large amounts of data and modern computational power, which have enabled the training of deeper and more accurate models than ever before.

SRGAN (Super-Resolution Generative Adversarial Network) is a deep neural network model used to enhance image resolution through a technique called super-resolution. SRGAN is based on the architecture of generative adversarial networks (GAN)(Creswell et al., 2017), which consists of two main components: a generator and a discriminator.

* Generator: Its task is to create high-resolution images from low-resolution images. It uses a deep neural network that learns to generate sharper and more textured details that resemble those present in high-quality images.
* Discriminator: Its task is to distinguish between the images generated by the model (high-resolution) and real high-resolution images. During training, the discriminator tries to identify whether an image is real or fake, while the generator tries to deceive it by producing increasingly realistic images.

The training process is adversarial, meaning that both components compete against each other: the generator tries to improve its images to deceive the discriminator, while the discriminator tries to improve its task of distinguishing generated images from real ones (Wang et al., 2017). This approach gradually improves the quality of the generated images.

A notable feature of SRGAN is the use of content loss and adversarial loss. Content loss ensures that the generated images are visually similar to the original high-resolution image, while adversarial loss allows the generator to produce more realistic images, thanks to the feedback provided by the discriminator. Thanks to these losses, SRGAN is capable of producing high-resolution images with fine details and realistic textures, making it very useful in applications such as medical image enhancement, photography, and restoration of old images.

Of course, integrating deep learning models is not easy, as they usually have this “black box” nature, where due to the amount and complexity of the operations between nodes and layers, makes it impossible to be understandable or interpretable for any human. From this flair comes the necessity to explore options for interpretable deep learning (Li et al., 2021) , through techniques that allow visualizing, explaining, or justifying the decisions of the model, trust and adoption of these technologies in sensitive areas such as medicine, banking, or justice are facilitated. Some of these techniques include heatmaps, visual attention, feature importance analysis, and methods like LIME or SHAP. The main goal is for human experts, such as doctors or engineers, to understand why a model reached a certain conclusion, detect possible errors or biases, and validate whether the decisions are aligned with professional knowledge and ethics (Li et al., 2021).

In order to accomplish this task, various metrics are being implemented to monitor not only the model performance, but also, see through its complexity and understanding the reasons behind the decision making:

LIME (Local Interpretable Model-Agnostic Explanations) is an interpretability technique used to explain the predictions of complex models (such as neural networks) in a way that is understandable to humans. It does this locally, meaning it explains the prediction of a single data instance rather than trying to understand the entire model. LIME works by generating a set of synthetic data around an input instance, applying small perturbations to the data (e.g., modifying features of the instance), and observing how the model's prediction changes. It then fits an interpretable model (such as linear regression) to these synthetic data and uses this interpretable model to provide an explanation of the original prediction (Rahnama et al., 2024).

SHAP (Shapley Additive Explanations) is based on the theory of Shapley values, a concept from game theory that assigns a "fair contribution" to each feature in a model. The central idea of SHAP is to calculate how the model's prediction changes when a particular feature is included or excluded. By doing this for all features, SHAP provides an accurate measure of the importance of each feature in the prediction of an instance (Nohara et al., 2021).

Grad-CAM (Gradient-weighted Class Activation Mapping) is a technique used to visualize the areas of an image that contribute most to the prediction of a convolutional neural network (CNN). Grad-CAM generates a visual activation map based on the gradients of the class of interest with respect to the activations of the last convolutional layer of the network. This allows identifying the regions of the image that most influence the model's final decision (Selvaraju et al., 2016).

Cycle-GAN Consistency refers to a key property of this model: cycle consistency, which ensures that after transforming an image from one domain to another, reversing the process accurately recovers the original image. Cycle consistency is important because it ensures that the generator in the Cycle-GAN does not lose important information during the transformation and can revert the image back to its original state without significant errors (H. Liu et al., 2020).

**Objectives**

General

Develop a generative artificial intelligence model specifically designed to enhance the quality of radiological images, surpassing the performance of current foundational models in image processing.

Specifics

1. Implement deep learning models within a generative adversarial network (GAN) training framework to enhance image quality.
2. Design a tool to monitor and evaluate the model's training performance using various relevant metrics.
3. Validate the results by consulting radiology specialists to assess the improvement in image quality.
4. **Methodology**

Database Structuring

Given that the information related to the images quality used in this study is not structured, the images will be automatically classified as Low-resolution (LR) or High-resolution (HR) to be fed into the model.

The data will be organized and stored in a structured manner to facilitate access during the training, validation, and testing stages. The database structure will be designed following these guidelines:

Labelling and Quality Control: Images will be accompanied by a CSV file containing information about their quality and if they are restored or not.

Folder Structure: Images will be organized according to the following scheme: Train/, Validation/, and Test/, with a 70%-15%-15% distribution respectively. Each folder will contain subdirectories separated for original and restored images.

Data Analysis and Processing Images will be imported from various public repositories. During preprocessing, quality control will be applied using digital processing techniques, utilizing the OpenCV framework and other specialized libraries. This process will include:

* Intensity normalization.
* Resizing to a standard resolution
* Orientation detection and correction.
* Cropping unnecessary edges.
* Removal of redundant or corrupted images.
* Original and restored images will subsequently be aligned to allow fair comparisons in quality and perception evaluations.

Models to be Used

Generative Adversarial Networks (GAN): This architecture will be used for quality enhancement and restoration of old or low-quality radiological images. The generator network will learn to produce higher resolution images, while the discriminator network will evaluate their authenticity.

VGG19: Used as a perceptual network to calculate perceptual loss during GAN model training. VGG19 will provide a measure of visual similarity between generated and real images at deeper semantic levels.

Evaluation Metrics

Various quantitative and qualitative metrics will be used to evaluate the model's performance:

* Adversarial Loss: Evaluates how effectively the generator network deceives the discriminator.
* Perceptual Loss: Measures the semantic difference between the original and restored image using intermediate layers of VGG19.
* LIME (Local Interpretable Model-agnostic Explanations): An interpretability technique that provides local explanations about which regions of the image most influence the model's decision.
* PSNR (Peak Signal-to-Noise Ratio): A traditional quantitative metric that measures the reconstruction fidelity between two images.
* Interpretability Metrics To improve model transparency and facilitate clinical adoption, the following interpretability techniques will be used:
* Grad-CAM: This technique identifies the regions of an image that were most relevant in the model's decision-making. It will be applied to both the discriminator and auxiliary classifier networks, if any.
* Cycle-GAN Consistency: Ensures that generated images can be transformed back to their original state without significant loss of information, thus preserving relevant anatomical structures.

Evaluating models

After concluding our training, we need to compare our resulting enhanced images with the ones produced by commercial foundational models. This will require assistance from radiologist experts in order to have concluding results.

1. **Expected results**

In the last months, most updates for foundational models have been solely focused on image processing and generating. It is evident that those models nowadays can take images and improve them significantly. However, in medical institutions the number of images that are produced every day is quite significant, so using API to these models or implementing AI agents with these commercial models can be very expensive. Our goal is to determine if with a large number of public images, we can create a specialized model that can be equal or better than the commercial models when improving radiological images quality. As results of this project, we expect to get:

* Model: A robust model that actually improves radiological images quality
* Comparative table between our models and the commercial ones
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