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Abstract

Deep learning has recently achieved great success in many areas due to its strong capacity in data process. For instance, it has been
widely used in financial areas such as stock market prediction, portfolio optimization, financial information processing and trade
execution strategies. Stock market prediction is one of the most popular and valuable area in finance. In this paper, we propose a
novel architecture of Generative Adversarial Network (GAN) with the Multi-Layer Perceptron (MLP) as the discriminator and the
Long Short-Term Memory (LSTM) as the generator for forecasting the closing price of stocks. The generator is built by LSTM
to mine the data distributions of stocks from given data in stock market and generate data in the same distributions, whereas the
discriminator designed by MLP aims to discriminate the real stock data and generated data. We choose the daily data on S&P 500
Index and several stocks in a wide range of trading days and try to predict the daily closing price. Experimental results show that
our novel GAN can get a promising performance in the closing price prediction on the real data compared with other models in
machine learning and deep learning.
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1. Introduction

The prediction of stock market returns is one of the most important and challenging issues in this domain. Many
analyses and assumptions in financial area show that stock market is predictable. Technical analysis in stock invest-
ment theory is an analysis methodology for forecasting the direction of prices through the research on past market
data. A meaningful assumption named Mean Reversion states that the stock price is temporary and tends to move to
the average price over time. Moreover, this assumption has a further development called Moving Average Reversion
(MAR), which supposes that the average of price is the mean of price in a past window of time, e.g. five days [7].
Based on the views mentioned above, we propose a new deep learning model to forecast the daily closing price.

The main contributions of this paper can be summarized in the followings:
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• A novel Generative Adversarial Network (GAN) architecture with Long-Short Term Memory (LSTM) network
as the generator and Multi-Layer Perceptron (MLP) as the discriminator is proposed. The model trained in and
end-to-end way to predict the daily closing price by giving the stock data in several past days.
• We try to generate the same distributions of the stock daily data through the adversarial learning system, instead

of only utilizing traditional regression methods for the price forecasting.

2. Related Work

The stock market prediction can be seen as a time series forecasting issue and one of the classical algorithms is
the Autoregressive Integrated Moving Average (ARIMA) [2]. ARIMA performs well in linear and stationary time
series, but it doesnt perform well on the nonlinear and non-stationary data in stock market. In order to solve this
problem, one approach [9] combines ARIMA with SVM. The idea is that the forecasting is constituted by a linear
part and a nonlinear part, so that they can predict the linear part with ARIMA and the nonlinear part with SVM.
Moreover, another approach [6] combines the wavelet basis with SVM, which decomposes the stock data with wavelet
transformation and uses SVM for forecasting. Subsequently, the Artificial Neural Network (ANN) were combined
with ARIMA to predict the nonlinear part of the stock price data [1]. The hybrid of wavelet transformation and ANN
demonstrated that effective features should be extracted for the training of ANN [3]. Convolutional Neural Network
(CNN) was also used in forecasting stock prices from the limit order book [12]. The number of orders and the price of
10 bid/ask orders were transformed into a 2D array. In addition, some designed RNNs had been applied to forecasting
the stock data [11] [10]. News and events in financial area were extracted and represented as dense vectors to realize
stock prediction [4]. Besides, reinforcement learning is another popular method to improve the trading strategies
through fusing Q-learning and dynamic programming [8].

3. Our Methodology

3.1. Principle

GAN is a new framework which trains two models like a zero-sum game [5]. In the adversarial process, the
generator can be seen as a cheater to generate the similar data as the real data, while the discriminator plays the role
of judge to distinguish the real data and generated data. They can reach an ideal point that the discriminator is unable
to differentiate the two types of data. At this point, the generator can capture the data distributions from this game.
Based on this principle, we propose our GAN architecture for the prediction of stock closing price.

3.2. The Generator

The generator of our model is designed by LSTM with its strong ability in processing time series data. We choose
the daily data in the last 20 years with 7 financial factors to predict the future closing price. The 7 factors of the stock
data in one day are High Price, Low Price, Open Price, Close Price, Volume, Turnover Rate and Ma5 (the average of
closing price in past 5 days). The 7 factors are valuable and significant in price prediction with the theory of technical
analysis, Mean Reversion, or MAR. Therefore, these factors can be used as 7 features of the stock data for the price
prediction. Suppose our input is X = {x1, ..., xt}, which consists of the daily stock data of t days. Each xk in X is a
vector, which is composed of 7 features as follows:

[xk,i]7
i=1 = [xk,High, xk,Low, xk,Open, xk,Close, xk,TurnoverRate, xk,Volume, xk,Ma5]. (1)

The architecture of the generator is shown in Fig. 1. For simplicity, we have omitted the details of the LSTM. With
the generator, we extract the output ht of the LSTM and put it into a fully connected layer with 7 neurons to generate
the x̂t+1. x̂t+1 aims to approximate xt+1 and we can get x̂t+1,Close from x̂t+1 as the prediction of closing price on the t+ 1
day.

The output of generator G(X) is defined as follows:

ht = g(X), (2)

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2019.01.256&domain=pdf
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Fig. 1. The generator designed with an LSTM.

G(X) = x̂t+1 = δ(WT
h ht + bh), (3)

where g(·) denotes the output of LSTM and ht is the output of the LSTM with X = {x1, ..., xt} as the input. δ stands
for the Leaky Rectified Linear Unit (ReLU) activation function. Wh and bh denote the weight and bias in the fully
connected layer. We also use dropout as a regularization method to avoid overfitting. Furthermore, we can continue to
predict x̂t+2 with x̂t+1 and X.

3.3. The Discriminator

The purpose of the discriminator is to constitute a differentiable function D to classify the input data. The discrim-
inator is expected to output 0 when inputting a fake data and output 1 when inputting a real data. Here, we choose an
MLP as our discriminator with three hidden layers h1,h2,h3 including 72, 100, 10 neurons, respectively. The Leaky
ReLU is used as the activation function among the hidden layers and the sigmoid function is used in the output layer.
In addition, the cross entropy loss is chosen as the loss function to optimize the MLP. In particular, we concatenate
the X = {x1, ..., xt} and x̂t+1 to get {x1, ..., xt, x̂t+1} as the fake data Xfake. Similarly, we concatenate the X = {x1, ..., xt}
and xt+1 to get {x1, ..., xt, xt+1} as the real data Xreal. The output of the discriminator is defined as follows:

D(Xfake) = σ(d(Xfake)), (4)

D(Xreal) = σ(d(Xreal)), (5)

where d(·) denotes the output of MLP and denotes the sigmoid activation function. Both Xfake and Xreal output a
single scalar. Fig. 2 shows the architecture of the discriminator.

3.4. The Architecture of GAN

With the two models mentioned above, we propose our GAN architecture. According to [5], in the two-player
minimax game, both G and D try to optimize a value function. Similarly, we can define the optimization of our value
function V(G,D) as follows:

min
G

max
D

V(G,D) = E
[
logD (Xreal)

]
+ E
[
log (1 − D (Xfake))

]
. (6)
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Fig. 2. Discriminator designed using an MLP with Xfake and Xreal as the inputs.

We define the generator loss Gloss and discriminator loss Dloss to optimize the value function. Particularly, we
combine the Mean Square Error (MSE) with the generator loss of a classical GAN to constitute the Gloss of our
architecture. The Gloss and Dloss are as follows:

Dloss = −
1
m

m∑
i=1

logD(Xi
real) −

1
m

m∑
i=1

log(1 − D(Xi
fake)), (7)

gMSE =
1
m

m∑
i=1

(x̂i
t+1 − xi

t+1)2, (8)

gloss =
1
m

m∑
i=1

log(1 − D(Xi
fake)), (9)

Gloss = λ1gMSE + λ2gloss. (10)

The loss function Gloss is composed by gMSE and gloss with λ1 and λ2, respectively. λ1 and λ2 are hyper-parameters
that we set manually. Fig. 3 shows the architecture of our GAN. The reason why we put Xfake and Xreal rather than x̂t+1
and xt+1 in the discriminator is that we expect the discriminator to capture the correlation and time series information
between xt+1 and X.

4. Experiments

4.1. Dataset Descriptions

We evaluate our model on the real stock data, including the Standard & Poor’s 500 (S&P 500 Index), Shanghai
Composite Index in China, International Business Machine (IBM) from New York Stock Exchange (NYSE), Mi-
crosoft Corporation (MSFT) from National Association of Securities Dealers Automated Quotation (NASDAQ), Ping
An Insurance Company of China (PAICC). All the stock data can be downloaded in Yahoo Finance. We select the
trade date within the last 20 years (almost 5000 pieces of data in each stock). For instance, some examples of the
stock features are shown in Tab. 1 . The trade date is not continuous due to the limitation of trading on weekends and
holidays.

Note that the normalization is necessary and a key point to achieve competitive results. With the assumption of
MAR mentioned above, we normalize the data as follows:

xi =
xi − µt

τt , (11)
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Note that the normalization is necessary and a key point to achieve competitive results. With the assumption of
MAR mentioned above, we normalize the data as follows:

xi =
xi − µt

τt , (11)
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Fig. 3. The architecture of our GAN.

Table 1. Raw stock data from PAICC.

Name Trade Date Open Price Highest Price Lowest Price Close Price Turnover Volume Turnover Rate Ma5

PAICC 2017/12/20 73.49 74.59 73.08 73.94 93938288 0.0087 71.792
PAICC 2017/12/21 73.64 75.58 73.21 74.91 93470766 0.0086 72.608
PAICC 2017/12/22 74.8 75.2 73.63 74.02 7195658 0.0066 73.482
PAICC 2017/12/25 74.06 76.17 73.37 74.16 110997896 0.0102 74.201
PAICC 2017/12/26 74.11 74.56 72.88 73.94 83228950 0.0077 74.136

where µt and τt are the mean and standard deviation of X. We select t = 5 empirically because we attempt to predict
the data in the next day by data in the past one week (trade is limited on weekends). For instance, we compute the
mean and standard deviation of the data of 5 days to normalize the data. Afterwards, the normalized data are used to
predict the data on 6th day. The data in both training and testing periods are processed in the same way.

4.2. Training of our model

Our purpose is to predict these 7 factors and get the closing price in the next day through the data in the past t days.
The reason why predicting 7 factors in the next day is that the generator aims to mining the distributions of the real
data and we can get the closing price from the generated data. The data are separated into two parts for training and
testing. We choose the first 90%-95% of the stock data for training and the remaining 5%-10% (about 250-500 pieces
of data) for testing.

The loss in the training period can be seen in Fig. 4. There is a significant adversarial process between the discrim-
inator and generator during training. Both the discriminator and generator have been optimized during the adversarial
process.

4.3. Experimental results

We evaluate the forecasting performance of our model by the following statistical indicators: Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and Average Return (AR).
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Fig. 4. Losses of the discriminator and generator during training.

Suppose the real closing price and the prediction of closing price on the k-th day as yk and ŷk. Then the indicators are
given as follows:

MAE =
1
N

N∑
k=1

∣∣∣ŷk − yk
∣∣∣, (12)

RMAE =

√√√
1
N

N∑
k=1

(ŷk − yk)2, (13)

MAE =
1
N

N∑
k=1

∣∣∣ŷk − yk
∣∣∣

yk
, (14)

AR =
1

N − 1

N−1∑
k=1

(
yk+1 − yk

)
, if ŷk+1 > ŷk. (15)

We compute the mean of RMSE on our five datasets as the average evaluation. MAE and HR are also calculated
in this way. Support Vector Regression (SVR), ANN and LSTM are classical methods for stock market prediction
and we choose them as the baselines to compare with our model. The prediction results are shown in Tab. 2 with the
boldface as the best results. Low MAE, RMSE and MAPE indicate that the prediction of closing price is approximate
to the real data. AR shows the daily average return of these stocks based on four prediction methods. We can see our
method achieves a competitive performance compared with other methods.

Table 2. The average evaluation on five stock data sets.

Method MAE RMSE MAPE AR

Our GAN 3.0401 4.1026 0.0137 0.7554
LSTM 4.1228 5.4131 0.0145 0.6859
ANN 7.3029 9.1757 0.0808 0.5249
SVR 4.9285 8.2261 0.0452 0.7266

Fig. 5 shows an example of prediction by four methods on PAICC with the same training steps. From Fig. 5 we
can see that the best performance in matching the trend line of the real price is achieved by our method.

5. Conclusion

We have made an exploration in stock market prediction and attempt to catch the distributions of the real stock data
by our proposed GAN. For the future work, we plan to explore how to extract more valuable and influential financial
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Table 1. Raw stock data from PAICC.

Name Trade Date Open Price Highest Price Lowest Price Close Price Turnover Volume Turnover Rate Ma5

PAICC 2017/12/20 73.49 74.59 73.08 73.94 93938288 0.0087 71.792
PAICC 2017/12/21 73.64 75.58 73.21 74.91 93470766 0.0086 72.608
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PAICC 2017/12/25 74.06 76.17 73.37 74.16 110997896 0.0102 74.201
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where µt and τt are the mean and standard deviation of X. We select t = 5 empirically because we attempt to predict
the data in the next day by data in the past one week (trade is limited on weekends). For instance, we compute the
mean and standard deviation of the data of 5 days to normalize the data. Afterwards, the normalized data are used to
predict the data on 6th day. The data in both training and testing periods are processed in the same way.

4.2. Training of our model

Our purpose is to predict these 7 factors and get the closing price in the next day through the data in the past t days.
The reason why predicting 7 factors in the next day is that the generator aims to mining the distributions of the real
data and we can get the closing price from the generated data. The data are separated into two parts for training and
testing. We choose the first 90%-95% of the stock data for training and the remaining 5%-10% (about 250-500 pieces
of data) for testing.

The loss in the training period can be seen in Fig. 4. There is a significant adversarial process between the discrim-
inator and generator during training. Both the discriminator and generator have been optimized during the adversarial
process.

4.3. Experimental results

We evaluate the forecasting performance of our model by the following statistical indicators: Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and Average Return (AR).
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Suppose the real closing price and the prediction of closing price on the k-th day as yk and ŷk. Then the indicators are
given as follows:
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∣∣∣ŷk − yk
∣∣∣, (12)

RMAE =

√√√
1
N

N∑
k=1
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We compute the mean of RMSE on our five datasets as the average evaluation. MAE and HR are also calculated
in this way. Support Vector Regression (SVR), ANN and LSTM are classical methods for stock market prediction
and we choose them as the baselines to compare with our model. The prediction results are shown in Tab. 2 with the
boldface as the best results. Low MAE, RMSE and MAPE indicate that the prediction of closing price is approximate
to the real data. AR shows the daily average return of these stocks based on four prediction methods. We can see our
method achieves a competitive performance compared with other methods.

Table 2. The average evaluation on five stock data sets.

Method MAE RMSE MAPE AR

Our GAN 3.0401 4.1026 0.0137 0.7554
LSTM 4.1228 5.4131 0.0145 0.6859
ANN 7.3029 9.1757 0.0808 0.5249
SVR 4.9285 8.2261 0.0452 0.7266

Fig. 5 shows an example of prediction by four methods on PAICC with the same training steps. From Fig. 5 we
can see that the best performance in matching the trend line of the real price is achieved by our method.

5. Conclusion

We have made an exploration in stock market prediction and attempt to catch the distributions of the real stock data
by our proposed GAN. For the future work, we plan to explore how to extract more valuable and influential financial
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Fig. 5. Illustration of price prediction by our GAN and some compared models on PAICC.

factors from stock markets and optimize our model to learn the data distributions more accurately, so that we can
obtain a higher precision of trend or price prediction in stock market by our method.
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