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Abstract-The main objective of this research is to predict the 
market performance of Karachi Stock Exchange (KSE) on day 

closing using different machine learning techniques. The 
prediction model uses different attributes as an input and predicts 
market as Positive & Negative. The attributes used in the model 

includes Oil rates, Gold & Silver rates, Interest rate, Foreign 
Exchange (FEX) rate, NEWS and social media feed. The old 
statistical techniques including Simple Moving Average (SMA) 

and Autoregressive Integrated Moving Average (ARIMA) are 
also used as input. The machine learning techniques including 
Single Layer Perceptron (SLP), Multi-Layer Perceptron (MLP), 

Radial Basis Function (RBF) and Support Vector Machine (SVM) 
are compared. All these attributes are studied separately also. The 
algorithm MLP performed best as compared to other techniques. 

The oil rate attribute was found to be most relevant to market 
performance. The results suggest that performance of KSE-100 
index can be predicted with machine learning techniques.   

Keywords-Stock Prediction; KSE-100 Index; Neural Networks; 

Support Vector Machine. 

I. INTRODUCTION 

Predicting the future has always been an adventurous and 

attractive task for the probing individuals. This kind of 

prediction becomes more fascinating when it involves money 

and risk like predicting the Stock Market. Research has been 

done on Stock market prediction by researchers of different 

fields including the business and computer science [1,2]. 

Researchers have tried different approaches for market 

prediction including different techniques & algorithm and 

different combination of attributes. The attribute that makes a 

prediction model depends upon the factors on which market 

performance can depend.  

On the basis of the literature review, different attributes are 

selected for the prediction model. Most of the research work 

done in stock market is by the people related to business field. 

Although some research has also been made by computer 

science researchers but it still shows a vast area to be explored.  

 

 

In Computer Science the prediction may often relates to data 

mining or machine learning. Talking specifically about the 

Karachi Stock Exchange, there are very few researchers who 

have used the machine learning techniques for KSE market 

prediction. The main objective of this research is to find out 

whether the combination of different techniques that includes 

statistical, analytical and data mining techniques can predict 

stock market or not and up to what accuracy level. 

As the main focus in this study is to predict the market, there 

exist few theories that are valid as well as oppose each other. 

The theory of random walk says price of a security can’t be 

predicted using the historical data. It supports the argument 

that the difference between old price and current price of a 

security is completely independent. On the contrary, the 

chartist theories say there is some hidden information in the 

historical prices of a security that gives a clue to future price of 

that security. In [4], the researchers have used historical data to 

predict the position of stock market. The results of [4] proved 

that historical data has strong predictive ability. In [5], the 

research was performed on Asian markets to find out the 

factors that have concrete impact on market performance. In 

[6], the researchers have used Artificial Neural Networks 

(ANN) and statistical technique ARIMA on almost 3 year’s 

data to predict KSE-100 index. The study presented in [7] has 

done a comprehensive analysis of the underlying relationship 

between macro-economic factors and KSE market. Similarly, 

few researches like [8] showed that person’s mood plays the 

critical role in decision making. If the collective mood of the 

public is found using social media, then this can also help in 

predicting the decision they will make about investing the 

money in the market and thus market performance. In [9], the 

researchers proposed the use of data collected from different 

global financial markets with machine learning algorithms to 

predict the stock index movements. The study [10] made the 

use of financial NEWS in order to predict market prices. 

Current and historical NEWS about companies, economic and 



political events can help in stock prices prediction.  Similarly, 

different statistical techniques have also been used like in [11] 

the researchers have applied the variable moving average 

(VMA) on data of Vietnamese Stock Market. 

II. METHODOLOGY  

 In this research the stock market is tried to be predicted by 

three variants of Artificial Neural Network and by the Support 

Vector Machine algorithm.   

 

A. Single Layer Perceptron  

The first technique used for market prediction is Single 

Layer Perceptron model which is the most basic arrangement. 

The SLP contains an input layer and an output layer. The 

neurons in the output layer receive the weighted (w) sum of 

input neurons.  

                          𝑌 =  ∑ 𝑤𝑖
𝑛
𝑖=1 𝑋𝑖                      (1) 

 

 

 

 

 

 

 

 

The weights in each iteration are calculated by the weight 

updating rule; 

𝑤𝑖 (𝑝 + 1)  =  𝑤𝑖(𝑝) +  ∆𝑤𝑖(𝑝)   (2) 

 

  ∆𝑤𝑖(𝑝) =  𝛼. 𝑋𝑖(𝑝) . 𝑒(𝑝)                     (3) 

 

Here, α is learning rate and e is error.  The actual output is 

calculated by  

𝑌(𝑝) =  𝑆𝑡𝑒𝑝 [ ∑   𝑋𝑖(𝑝) . 𝑤𝑖(𝑝) −  𝜃𝑛
𝑖=1  ]             (4) 

 

B. Multi-Layer Perceptron  

The multi-layer Perceptron is a feed-forward neural network 

with one additional layer called the hidden layer. The hidden 

layer can be one or more. This layer also contains the 

intermediate neurons. Now the output neurons depend on 

output of hidden layer neuron and hidden layer neurons depend 

on input layer neurons for their processing.  The intermediate 

output of the neurons in the hidden layer is calculated by; 

𝑌𝑗(𝑝) =  𝑆𝑖𝑔𝑚𝑜𝑖𝑑 [∑   𝑋𝑗𝑖(𝑝) . 𝑤𝑖𝑗(𝑝) − 𝜃𝑗 
𝑛
𝑖=1 ]  (5) 

 

Similarly, the output of neurons in output layer is calculated 

by 

𝑌𝑘(𝑝) =  𝑆𝑖𝑔𝑚𝑜𝑖𝑑 [∑   𝑋𝑗𝑘(𝑝) . 𝑤𝑗𝑘(𝑝) − 𝜃𝑘  𝑚
𝑖=1 ]  (6) 

The weight update rule in output layer of MLP is 

 

𝑤𝑗𝑘 (𝑝 + 1)  =  𝑤𝑗𝑘(𝑝) +  ∆𝑤𝑗𝑘(𝑝)  (7) 

 

The weights in hidden layer will depend on the weights of 

output layer to calculate the error gradient δ and is calculated 

by,  

           ∆𝑤𝑖𝑗(𝑝) =  𝛼. 𝑋𝑖(𝑝). 𝛿𝑗(𝑝)            (8) 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

 

 

 

 

 

 

 

 

 

C. Radial Basis Function   

This type of neural network is supervised algorithm and is a 

feed-forward network. It depends only on the radial distance 

from a point. Like MLP, the RBF [3] networks also have three 

different layers including input, output and hidden layer. Each 

hidden neuron represents a single radial basis function which 

has its center and width (spread). RBF transforms the non-

linearly separable classes into the linearly separable classes.  

The non-linear transfer function φ of RBF is given below. 

Here, the σ is a parameter called the spread, which indicates 

the selectivity of the neuron. 

 

            (9) 

 

 

Weights are computed by means of the pseudo-inverse 

method. 

 

             (10) 

 

This can be re-written in matrix form as; 

 

 

      

     

                (11)  

 

           (12) 
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Figure 1. The Single Layer Perceptron Model 

Figure 2. The Multi-Layer Perceptron Model 

Figure 3. The Radial Basis Function Model 



D. Support Vector Machines 

SVM is considered to be one of the most suitable algorithms 

available for time series prediction. This supervised algorithm 

can be used in both, regression and classification. The SVM 

involves plotting of data as point in the space of n-dimensions. 

These dimensions are attributes that are plotted on particular 

co-ordinates.  SVM algorithm draws a boundary over the data 

set called the hyper-plane, which separates data into two 

classes as shown in the Fig. 4.  

 

 

 

 

 

 

 

 

 

The hyper-plane is the decision boundary which is later 

extended or maximized on either side between the data points. 

Considering the same figure, if u is some unknown data point 

and w is a vector which is perpendicular to the hyper-plane, 

then the SVM decision rule will be 

          (13) 

 

The width of the hyper-plane must be maximized to increase 

the spread 

 

                  𝑊 =  [2/‖𝜔‖]                             (14) 

   

                  𝑊 =  𝑚𝑎𝑥[2/‖𝜔‖]                      (15) 

 

Applying Lagrange’s Multiplier as 

 

 𝐿 =  0.5 ‖𝜔‖2 − ∑ 𝛼𝑖[𝑦𝑖  (𝜔𝑖𝑥𝑖 + 𝑏) − 1]    (16) 

 

 𝐿 =  ∑ 𝛼𝑖 −  0.5 ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖𝑥𝑗𝑗𝑖     (17) 

 

The updated Decision rule will be 

 

  (∑ 𝛼𝑖  𝑦𝑖  𝑥𝑖) . 𝑢 + 𝑏 ≥ 0                  (18) 

 

III. THE PROPOSED METHOD 

The technique proposed in this research is to use different 

factors impacting the market as input attributes for the model. 

The output of the model is one of the two defined classes that 

are Positive Market and Negative Market. Fig 5 shows the 

structure of the proposed model. The model studies and 

compares the results of all four machine learning algorithms 

defined above. All the attributes that are used in this model 

were continuous numeric values and were of different range. 

These attributes are therefore normalized between [+1,-1] 

because all the parameters used can have positive and negative 

values. Each attribute will be discussed separately.  

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Factors  

Following are different factors that were found to have some 

impact on market performance in different studies. 

 

1. Market History 

The first attribute used as an input for the model is the 

historical closing index of KSE-100. The historical data 

was not made part of the model directly but after 

applying statistical techniques including ARIMA and 

SMA over the data. The window size used is 4. 

 

2. The NEWS 

NEWS is another influencing factors considered for 

market performance. NEWS can be of different category 

but in this model only business, financial, political and 

international event based NEWS were included.  

 

3. General Public Mood 

The market performance greatly depends on the 

investors’ mood and sentiment. The collective sentiment 

of people may drive stock market performance. This can 

be achieved with the help of social media. In this 

research, twitter is used as a source of public sentiment. 

 

4. Commodity Price 

The changes in prices of different commodities do 

have an impact over the market behavior. Change in 

price of commodities like petrol reflects on almost all 

items. Commodities including Gold, Silver and Petrol 

are used as input to the model. 

 

5. Interest Rate 

The interest rates issued by State Bank of Pakistan to 

all the banks that provides loan to their customer also 

have effect on market. The Karachi Inter Bank Offer 

Rate (KIBOR) is issued on daily basis for different 

durations. In this study, 1-week rates are used. 

 

6. Foreign Exchange 

Change in Foreign Exchange rate has been assumed to 

affect the market performance by many. Historical 

Figure 4. The Support Vector Machine Decision Boundary 

Figure 5. The Prediction Model 



exchange rate between the Pakistan Rupee (PKR) and 

the US Dollar (USD) was used as an input to the model. 

 

On basis of above factor, total of 9 parameters (i.e., Oil rates, 

Gold Rates, Silver Rates, FEX, SMA, ARIMA, KIBOR, 

NEWS, Twitter) are used as input for the prediction model, 

whereas the two classes are designed to be output by the mode. 

 

B. Scope 

The data used in this study spread over three months, from 

September, 2015 to January, 2016. The data gathered from 

NEWS and twitter lie between current day close till the next 

day’s market opening.  

 

C. Text Mining 

NEWS and twitter data was available in the form of feed which 

was processed using text mining techniques. The library 

OpinionFinder [12] was used for this purpose. In twitter feed the use 

of non-English words was very frequent. This could cause the wrong 

classification of the text. The work was done to implement the 

dictionary that translates the Urdu word written in Roman to alternate 

English word. Later this updated feed was send to feed processor 

application that reads the whole text and classify it in one of the two 

classes.  

IV. THE SIMULATIONS & RESULTS 

The data was collected and developed so that it can be 

converted into the form that can be used in the model as inputs. 

The NEWS and twitter feed for each day was gathered and 

processed to be declared as Positive or Negative. Similarly, 

data from different sources was collected for the rest of the 

parameters. Because of the dependency on two parameters 

(NEWS and twitter feed) for current day’s data, only 100 

instances could be collected. The 100 records span over 4 

months that is from September, 2015 to January, 2016. Out of 

these 100 instances, 70 were used in training and the remaining 

30 were included in the test data set.  

A. Implementing Machine Learning Algorithms  

All four machine learning algorithms were separately 

applied on these data sets. The figures mentioned below show 

the actual and predicted market performance. The X-axis 

represents the instances of data set and Y-axis shows the 

classes. The Positive class is represented by 1 and Negative 

class is represented by 0. Fig. 6 shows the results of Single 

Layer Perceptron model trained by training set and tested on 

the different data set. The model gave about 60% accurate 

results. The model was unable to predict the Positive class well. 

When the SLP algorithm was tested on same data set that was 

used for training, it gave 83% accuracy as shown in Fig. 7.  

The SLP model’s parameters were tuned to get more accurate 

results. The best results were achieved for 0.3 learning rate and 

50 epochs.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 

 
    Similarly, MLP algorithm was applied on data set first on 

training and then on testing. The model was also tuned for the 

best parameters. The most suitable parameters were found to 

be 0.05 learning rate, 1 hidden layer with 4 neurons and 

performed 500 epochs. The model gave 77% correct results 

when verified on test set and 67% on training set. The model 

surprisingly under performed for training set. The same can be 

seen in Fig. 8 and Fig. 9.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. SLP Model verified on Test Data Set 

Figure 7. SLP Model verified on Training Data Set 

Figure 8. MLP Model verified on Test Data Set 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

RBF algorithm was tuned to get maximum accuracy on 
prediction.  The parameters used in RBF based model include 
Eta equals 0.03, 0.8 as interval and 500 epochs. The model 
gave 63% results when demonstrated on test set and 61% when 
demonstrated on training set as shown in Fig. 10 and Fig. 11.  

Applying SVM algorithm on the training and test set gives 

different results. The algorithm produced 100% accuracy on 

training set but 60% on the test set. The kernel function used in 

the algorithm was RBF function and value of Sigma was taken 

as 0.3. The results can be seen in trailing figures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

The results of SVM algorithm was re-confirmed by changing 
the library used for classifying the instances according to SVM 
working but even that showed no improvement in the results.  

 

B. Relationship between attributes & market performance 

    The factors expected to have some impact on market were 

used as attributes in the prediction model. The relationship 

between each of these attributes and market behavior was 

studied separately using Correlation and Co-variance. The 

attribute “Oil rates” showed co-variance of 422.5897 with 

market which is the largest values of co-variance among the 

attributes. The least impacting factor was found to be Foreign 

Exchange rate that showed value of 0.045 showing no 

association at all. The summarized result of all attributes 

finding correlation and co-variance can be seen in Table I.  

    The Fig. 14 shows the relationship between Oil Rate and 

market behavior and Fig. 15 shows the relation between 

Foreign Exchange Rate specifically Pakistan Rupee to US 

Dollar conversion rate. The figures show the strength of 

relationship between the attribute and the behavior of market. 

Foreign Exchange showed neither positive nor negative 

relationship which means this factor can be eliminated from 

the model as it does not have any contribution for class 

prediction.   

 

Figure 9. MLP Model verified on Training Data Set 

Figure 10. RBF Model verified on Test Data Set. 

Figure 11. RBF Model verified on Training Data Set. 

Figure 12. SVM Model verified on Test Data Set. 

Figure 13. SVM Model verified on Training Data Set 



TABLE I 
COVARIANCE AND CORRELATION OF ATTRIBUTES & MARKET PERFORMANCE 

S. No. Attributes Covariance Correlation 

1 Oil rates 422.5897 0.276812 

2 Gold Rates -586.7435 -0.07018 

3 Silver Rates 4.9080036 0.0238194 

4 FEX 0.045220645 0.00020486 

5 SMA -1500.61 -0.03858 

6 ARIMA -19741.62879 -0.131519799 

7 KIBOR -0.1984227 -0.0104532 

8 NEWS 2.88594651 0.06580184 

9 Twitter -9.2570117 -0.1456551 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Performance Comparison of Algorithms 

    The results of all four algorithms over training set and test 

set are compared in the Table II. It is evident from the 

comparison table, that SVM performed best on training set 

while the MLP algorithm did well on test data set. 

Conventionally, the prediction model works on test data set for 

the verification of the model that was built using the training 

data set. The test set has to be different from the instances used 

in the training set so that model can be tested on completely 

new and unseen instances. Therefore, MLP seems to be more 

efficient in predicting the market performance. While verifying 

the model’s variants on test data set, MLP outperforms the 

remaining three algorithms. 

TABLE II 
COMPARISON OF MACHINE LEARNING TECHNIQUES 

Data set 

used for 

verification 

Machine Learning Algorithms  

SLP MLP RBF SVM 

Training Set 83% 67% 61% 100% 

Test Set 60% 77% 63% 60% 

Average 71.5% 72% 62% 80% 

V. CONCLUSION 

The results of this study confirm that machine learning 

techniques are capable of predicting the stock market 

performance. Karachi Stock Market with KSE-100 index does 

follow a behavior that can be predicted using machine learning 

techniques. The Multi-Layer Perceptron algorithm of machine 

learning predicted 77% correct market performance. Even with 

the lack of resources and unavailability of data for the market, 

the model was able to predict the performance of the model to 

a good extent with only 100 instances that shows that KSE has 

the tendency to be predicted using machine learning 

techniques. Also the most related attribute to the KSE 

performance was found to be the petrol price and FEX proved 

to have no effect on the KSE performance.  
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