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Abstract. Web Opinion Mining (WOM) is a new concept in Web Intelligence.
It embraces the problem of extracting, analyzing and aggregating web data about
opinions. Studying users’ opinions is relevant because through them it is possible to
determine how people feel about a product or service and know how it was received
by the market. In this chapter, we show an overview about what Opinion Mining is
and give some approaches about how to do it. Also, we distinguish and discuss four
resources from where opinions can be extracted from, analyzing in each case the
main issues that could alter the mining process. One last interesting topic related to
WOM and discussed in this chapter is the summarization and visualization of the
WOM results. We consider these techniques to be important because they offer a real
chance to understand and find a real value for a huge set of heterogeneous opinions
collected. Finally, having given enough conceptual background, a practical example
is presented using Twitter as a platform for Web Opinion Mining. Results show how
an opinion is spread through the network and describes how users influence each
other.

5.1 What Is Web Opinion Mining (WOM)?

On many occasions making a good decision requires the opinion of a third person,
whether because of insecurity, needing a backup or not having sufficient knowledge
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of the subject. One then begins to consult for information, details, comparisons and
opinions in order to have a better idea on the proposal or concept at hand.

For example, wanting to buy a bike is often consulted on with other people who
are more related to or have more experience on the subject, for example regarding
which brand is best, what characteristics to be considered, which is more convenient
-speed or mountain- and if it is better with or without shocks. After considering all
the opinions given in this regard, we eventually make a decision on which bike to
buy.

If the foregoing advice is considered in a business plan, it shows that for a cus-
tomer to be sure about what he is going to consume, either products, services, etc.,
and avoid spending money needlessly or in error, it is essential to consult someone
who has experience in the area. The result is the concrete idea that opinions are one
of the most important indicators of personal decisions when purchasing a product,
taking a tour, selecting a hotel to stay in, where to eat, etc. Many people ask their
friends or family to recommend products based on their previous experiences. But
there are actually more ways to communicate between persons, considering how
thanks to the spread of the Internet and the continued growth of social networks like
Twitter, Facebook, and other sites such as blogs or product review pages, we can
now take these opinions and experiences from a bigger circle of people than just
family or friends. In fact, more people check the opinions of other shoppers before
buying a product, when trying to make a good decision [22] [25] [18].

Indeed, based on a survey of more than 2,000 U.S. Internet users [5], more than
75% of product review users reported that the review had had a significant influ-
ence on their purchase. Consumers reported a willingness to pay from 20% to 99%
more for a 5-star-rated item than a 4-star-rated item. In another survey of 475 U.S.
consumers[19], over 60% utilized on-line opinions when making purchase decision.
More than 59% of consumers used the web to read on-line reviews, ratings of prod-
ucts or brands and research products and features, when buying products which cost
between less than $100 and more than $1000.

The interest in user feedback about a product or service and the influence it has
on them is very important for companies that develop products and services as well
you can control how their products and their competitors’ products were received
by the market. As a result, you can determine what things are important to users,
what features should improve, modify its advertising and many other things that can
mean attracting more users to your brand.

On the other hand, views on political decisions or choices are also interesting
for politicians since it allows them to evaluate how things are going, what the most
important problems to be solved for the people are, whether they are likely to be
elected, and so on.

For these reasons it is interesting to create a tool that can extract a set of opinions
and determine what people think about certain products, services, features or be able
to understand what the feelings of the people are for a politician based on the amount
of positive or negative views people have on any of these topics. Depending only
on the target object that has been evaluated, the term opinion mining appears in a
paper by Dave et al. [6] where the ideal opinion mining tool should be to “process a
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set of search results for a given item, generating a list of product attributes (quality,
features, etc.) and aggregating opinions about each of them (poor, mixed, good).”

5.2 How to Do WOM?

WOM is a new tool and has a long road ahead. Thus, giving a unique definition
for WOM is not a simple task because the process’ final objective is still unclear.
It is possible to find many ways to view this problem in literature. Document Level
Opinion Mining and Aspect-Based Opinion Mining are reviewed in this chapter
because we consider these to be the most advanced ways to generalize a structured
method to do WOM, even though a lot of other perspectives exist.

5.2.1 Aspect-Based Opinion Mining

According to Bing Liu [13], opinions on the Internet can be expressed about any-
thing, e.g., a product, a service, an individual, an organization, an event, or a topic,
by any person or organization. This data from Web pages and social media could
be structured text or unstructured text. The challenge is transforming the unstruc-
tured text into structured text in order to evaluate the positive, negative or neutral
sentiment of opinions under study.

He defines an opinion as a quintuple (ei, ai j, ooi jkl, hk, tl) where ei is the name
of an entity denoting the target object that has been evaluated, such as a product,
service, person, event, organization or topic, and ai j, is an aspect of ei meaning the
components and attributes of the target object. Take for example a laptop which has
a set of components, e.g. monitor, battery, CPU, and a set of attributes, e.g. size
and weight. The components also have their own attributes, e.g. monitor resolution,
processing capability and so on. In this model ooi jkl is the orientation of the opinion
about aspect ai j of entity ei, hk is the opinion holder, and tl is the time when the
opinion is expressed by hk. The opinion orientation ooi jkl can be positive, negative,
or neutral or be expressed with different strength/intensity levels.

The previous definition aims to achieve the transformation of unstructured text to
structured text and thereby to perform qualitative and quantitative extraction of each
of the views. This quintuple gives us the specific information necessary to create a
database which is easier to manage. To effect the quintuple process generation, the
following tasks must be performed:

1. Extracting from an unstructured opinion, entities and their synonyms grouped
in a single cluster. Each entity expression cluster indicates a unique entity ei

2. Extracting the aspects associated with each of the previously-extracted entities
and the grouping of those aspects in a single cluster. Each aspect expression
cluster of entity ei indicates a unique aspect ai j.
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3. Extracting the authors of the opinion (holders) and the time the comment was
made.

4. Finding whether the orientation of the opinion is positive, negative or neutral.
5. Creating the quintuple of each review to ensure that the entity, aspect, holder,

time and orientation of opinion are well-related based on the tasks previously
performed.

This is shown in the following example given by Bing Liu [13] of his approach:
Posted by: bigXyz on Nov-4-2010: (1) I bought a Motorola phone and my girl-

friend bought a Nokia phone yesterday.(2) We called each other when we got
home.(3) The voice of my Moto phone was unclear, but the camera was good.(4)
My girlfriend was quite happy with her phone and its sound quality.(5) I want a
phone with good voice quality.(6) So I probably will not keep it.

Task 1 should extract the entity expressions, “Motorola”, “Nokia”, and “Moto”,
and group “Motorola”and “Moto”together, as they represent the same entity. Task 2
should extract the aspect expressions “camera”, “voice”, and “sound”, and group
“voice”and “sound”together, as they are synonyms representing the same aspect.
Task 3 should find the holder of the opinions in sentence (3) to be bigXyz (the blog
author) and the holder of the opinions in sentence (4) to be bigXyz’s girlfriend. It
should also find the time when the blog was posted, which is Nov-4-2010. Task 4
should find that sentence (3) gives a negative opinion of the voice quality of the
Motorola phone but a positive opinion of its camera. Sentence (4) gives positive
opinions of the Nokia phone as a whole and also its sound quality. Sentence (5)
seemingly expresses a positive opinion, but it does not. To generate opinion quintu-
ples for sentence (4), we also need to know what “her phone”is and what “its”refers
to. All these are challenging problems. Task 5 should finally generate the following
four opinion quintuples:

(Motorola, voice quality, negative, bigXyz, Nov-4-2010)
(Motorola, camera, positive, bigXyz, Nov-4-2010)
(Nokia, GENERAL, positive, bigXyz’s girlfriend, Nov-4-2010)
(Nokia, voice quality, positive, bigXyz’s girlfriend, Nov-4-2010)

What makes the WOM proccess difficult, it is the fact that each of the above tasks
has not yet been resolved. And to make matters worse there is some information
delivered implicitly by opinions. It is still a challenge to ensure that the quintuple
has a correspondence to each of its elements. But thanks to this whole process we
are able to summarize the information of hundreds of thousands of opinions and
determine what people feel about a product, service, etc.

Aspect-Based Opinion Mining is quite important in the opinion-mining area,
since it shows an interesting way of ordering information for later analysis of large
amounts of data and the ability of the quintuple to receive any other items necessary
when performing a specific study. It is a methodology that somehow generalizes the
process of opinion mining.
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5.2.2 Document Level Opinion Mining

A different approach is proposed by [7], considering a three-phase process which
is used by us to create an example of opinion mining in analyzing the influence of
some users over others in the social network Twitter section 5.5.

The first phase is Corpora Acquisition Learning, whose aim is to automatically
extract documents containing positive and negative opinions from the Web, for a
specific domain. They propose collecting the corpus by running queries in a search
engine, entering queries specifying the application domain, a seed word they want
to find and the words they want to avoid (denoted by the minus “-”sign) and save a
determined number of documents from the query results.

The second phase is Adjective Extraction. In relation to this task, they propose an
automatic extraction of sets of relevant positive and negative adjectives. The under-
lying assumption is that adjectives are representative words for specifying opinions,
and to achieve extraction, they apply POS (Part of Speech) tagging to recognize ad-
jectives. They then search for associations between the adjectives contained in the
documents and the seed words in the positive and negative seed sets, trying to deter-
mine whether any new adjectives are associated with the same opinion polarity as
the seed words. After that, a filtering process is applied, to keep only the adjectives
that are strongly correlated with the seed words. They retain rules containing more
than one seed word and then consider adjectives appearing in both the positive and
the negative list, applying a formula to rank adjective associations and then deleting
the irrelevant ones at the end of the generated list.

The final phase is Classification of new documents using the sets of adjectives
obtained in the previous phase. In order to do that, they calculate the document’s
positive or negative orientation by computing the difference between the number of
positive and negative adjectives encountered, from both of the previously described
lists. If the result is positive, the document will be classified as positive (the same
is true for negative). Otherwise, the document is considered to be neutral. For this
phase, it is worth mentioning a proposed method extension, which considers polarity
inversion words, such as “not, neither ”and “nor”.

5.3 Sources for Web Opinion Mining

Having already defined the problem of Web Opinion Mining, the natural next ques-
tion is related to the possible applications of this technique and subsequently, the
set of possible web data sources to use as input. As the Web continues to grow, the
number of possible sources for Web Opinion Mining grows rapidly too. Particularly,
in the context of WOM, the explosive development of social media plays an impor-
tant role. Within social media, it is possible to find a variety of different platforms
whose content is being increasingly used by individuals and organizations for their
decision making [13].
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Social media includes web pages such as reviews, forum discussions, blogs,
and social networks, like Facebook, Twitter, Foursquare and so on. This variety
of sources suggests a heterogeneous mix of structures to work with. As a conse-
quence of this, one needs to specify a different strategy for each source, each one
oriented to the particular problem of extracting data, then processing this data and
finally discovering valuable information locally within the selected source. Thus,
given the mosaic of different structures and procedures for each source, the problem
of designing a global methodology is complex and hasn’t been widely discussed in
literature. The more complete approach to this topic is the idea presented by Bing
Liu, from Illinois University, in some publications and with more detail in the book
Web Data Mining. A review of his work is presented in section 5.2.1.

The rest of this section is a review of the WOM problem in some particular
sources. In the first place, the problem of extracting opinions from blogs, forums
and news is studied. Then, Twitter is analyzed in order to characterize its content and
determine how it can alter the Web Mining strategy to the extraction of knowledge
from opinionated documents. Finally a general and brief characterization of other
sources is presented.

5.3.1 Blogs, News and Forums

The sources that are probably the richest in opinionated documents are blogs, news
and forums. These sources present some common features that make them a good
choice when deciding where to look for opinions, but before any analysis, it is worth
mentioning that there are some differences between these sources. News and blogs
are two important sources of opinions. The writing of the former is formal in com-
parison to that of the latter since blog articles expressing personal opinions are often
written in casual style. Because of this, generally speaking, news documents are
more objective, while blog articles are usually more subjective. Other important dif-
ferences refer to opinion holders, which probably belong to different social classes.
Opinions extracted from news are mostly from well-known people, while opinions
expressed in blogs may come from a “no name”. This issue turns out to be even
more important in forums, where it is often difficult to determine the real opinion
holder’s name [12].However, when analyzing a specific public issue, listing opin-
ions from different sources in parallel can provide many views of the issue, which
helps to understand how different social actors react toward the same situation. On
the other hand, the most important common feature between news and blogs refers
to the document extension, which compared with forums and other sources is much
longer. At first glance, this could be seen as an advantage, but long document exten-
sions present a new main problem in Opinion Mining, i.e., how to determine where
an opinion sentence is? To solve this problem, major topic-detection techniques are
proposed in [12], [7], and some other related publications, to capture main concepts
embedded implicitly in a relevant document set. In relation to forums, document
extensions can be quite different among singular topics or communities, so it is
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difficult to establish a main tendency within this field. However, a useful and pos-
itive feature that appears in a high number of review forums is the post-rating sys-
tem. Post ratings can be used as a predictor of the content’s semantic orientation or
to contrast and validate text processing and analysis results.

5.3.2 Twitter

Twitter is often considered a microblogging platform, but it is also frequently in-
cluded as a social network. Given the features of this platform, probably both of
these considerations have a certain degree of truth, but for the problem of Web
Opinion Mining, the fact that Twitter is a microblog is highly relevant. Microblog-
ging is a growing popular communication channel on the Internet, where users can
write short text entrances in a public or private way (to a group of contacts). Mes-
sages are extremely short, allowing users to write a maximum of 140 characters on
each post, called a tweet. These tweets can be written through the Twitter web in-
terface or through a variety of mobile devices, like smartphones, some cell phones
and other devices. These short messages can be seen as being a newspaper headline
and subtitle, which makes them easy to produce (write) and process (read). This fea-
ture makes microblogs unique when compared to other similar web communication
media, like blogs and web pages [2]. As a microblogging social network, the first
relevant feature of Twitter’s messages are their brevity, which make users look for
various special ways to add content in the messages. The most-used approaches are
adding content indirectly or trying to use fewer characters to express the same ideas.
One important fact on the first topic is the inclusion of links to other web sites to
indirectly complement the content of the tweet. In addition to this, it is possible to
find a high density of messages containing short URL services, which in fact were
created to help Twitter users to include these links with a low number of characters.
Another issue refers to the use of Twitter’s special characters, like hashtag (#) to
denote a particular topic or to call a user, and RT, short for retweet. On the other
hand, a different problem associated with tweets is that they are written in colloquial
or informal language. In addition to the brevity of messages, this supposes the use
of many colloquial symbols or expressions that, in order to be understood as reg-
ular text, require preprocessing. In relation to this issue, it is possible to find four
different main features:

1. One first special aspect of tweets is that they often include a variety of emoti-
cons. These emoticons help users to express their ideas, feelings or moods in
fewer characters, but have a deep impact on text processing. As emoticons are
not considered words, they do not have any structure that helps in extracting
their lexical meaning, and are not formally included in any dictionary or lan-
guage that helps to understand their meaning. Nevertheless, as proposed in [20],
emoticons can be successfully used to previously determine the tweet’s senti-
ment orientation, opening a wide new field of investigation. Based on this pro-
posal, in [16] emoticons are used to create a corpus collection strategy, defining
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two kinds: happy (including “=)”, “:)”,“:D”and others similar) or sad (“:-(”,
“:(”, “=(”, etc.)

2. In the second place, spelling mistakes are also common in tweets. This implies
the implementation of a preprocessing task in order to fix possible mistakes and
ensure a correct interpretation of the content. In relation to this, [11] proposes
a technique based on the Levenshtein algorithm, which determines a notion of
distance between the misspelled and actually-meant word. This can be used
combined with a dictionary to rank and then select the most probable letter
replacements from a list of previously-generated possible word candidates.

3. Another feature commonly found in tweets is the repetition of one letter in a
word. This is mostly done when users want to add some emotive intensification
to the text, for instance repeating vowel letters as in “I loooove you”. In this
field, [1] proposes a control system based on regular expressions for Spanish
with back reference, replacing the appearance of two or more characters by
only one letter, excepting the groups “cc”, “ll”and “rr”, which are commonly
used in this language.

4. A last feature is related to the use of Internet language, or “Netspeak”, in the
messages. In this context, the use of capital letters can be problematic when
tokenizing or lemmatizing text during preprocessing.

Finally, it is interesting to see Twitter as a network of related users, who share
opinions among themselves and influence each other. Twitter provides some useful
tools that can be used to analyze how a specific topic or opinion tendency is spread
through the network, and discover users who influence others or are more easily in-
fluenced by another. Based on this, one could be able to, for instance, define clusters
and find non-trivial segmentations based on the characterization. A proposal on this
field is presented in section 5.5.

5.3.3 Other Media

There are a lot of other possible sources for WOM. In the context of social networks,
Facebook is often proposed as a powerful and complete repository. Nevertheless, the
main problem in this case is related to privacy policies and access limitations to the
contents. Thus, opinionated documents are not always publicly available, and it is
difficult to reach them.

5.4 Visualization Techniques

In most of the cases, studies need to analyze a large number of opinion hold-
ers. Common sense indicates that one opinion from a single holder is usually not
sufficient for action. This idea naturally leads to the task of opinion summariza-
tion. The literature proposes some different approaches to summarizing and then
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visualizing summarized opinions. This section focuses on different visualization
techniques which require, in one way or another, some kind of previous summa-
rization. This last task is a complex and pretty well-studied field. Its application to
opinions (and web opinions) is just a particular case and will be briefly discussed
in this section.

As presented in [3], traditional summarization consists of constructing new sen-
tences from the opinionated document, in order to extract the document main points.
In [3], the opinion summarization technique proposed is founded on the idea of
analyzing relationships among basic opinionated units within the document. More
precisely, the paper presents an approach to multi-perspective question answering
(MPQA) that views the task as one of opinion-oriented information extraction.
Briefly, the information extraction system takes as input an unrestricted text and
summarizes the text with respect to a previously-specified topic or domain of inter-
est, finding useful information about the domain and encoding that information in
a structured form, suitable for populating databases. The process involves creating
low-level annotations of the text which are then used to build the summary. Visu-
alization in this context is thus the construction and presentation of short sentences
(or sets of sentences) that capture a document’s main opinionated ideas.

The traditional fashion for summarization then means producing a short text sum-
mary that gives the reader a quick overview of what people think about a defined
object. Some traditional summarization techniques can be found in [4], [15], [21]
and [23]. Nevertheless, the main weakness of these text-based summaries is that
they are just qualitative, which means that it is not possible to apply any numerical
or quantitative analysis to them. As proposed in [13], the quantitative side is crucial,
just as in traditional survey research.

In this context, opinion quintuples defined by Liu’s approach are a good source
of information for generating both qualitative and quantitative summaries, and can
be stored in database tables. Based on this, a kind of summary based on aspects is
defined, which is called aspect-based opinion summary [9], [10]. Having built the
proposed structure, a whole set of visualization tools can be applied to see the results
in all kinds of ways, to then gain insights into the opinions. In this case, bar charts
or pie charts are both used. As an example, data can be visualized using a bar chart
in which each bar above the X-axis shows the number of positive opinions on one
aspect, and the corresponding bar below the X-axis shows the number of negative
opinions on the same aspect. A different technique may only consider showing the
percent of positive opinions.

Liu’s visualization proposal is also interesting because it enables comparison of
opinion summaries of some competing products. In addition to this, instead of just
generating a quantitative summarization, a text summary directly from input reviews
is also possible, generating natural language sentences based on what is shown in
the charts [14].

It is important to mention that this technique is only related to product opin-
ions and results quite differently from traditional text summarization because it fo-
cuses and mines only the features of these products, while also determining whether
the opinions are positive or negative. There is no rewriting of original sentences to
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capture the main points of the opinionated selected document, as in the classic text
summarization described previously.

On the other hand, a completely different approach in relation to text summariza-
tion and visualization is presented in [12]. As presented before, traditional summa-
rization algorithms rely on the important facts of opinionated documents and remove
redundant information. Nevertheless, it is likely that sentiment degree and corre-
lated events play major roles in summarization. Because of that, [12] proposes that
repeated opinions of the same polarity cannot be dropped because they strengthen
the sentiment degree, but repeated reasons why they stated a position should be re-
moved when generating summarization. To apply this summarization system it was
therefore needed to know which sentences were opinionated and then decide if they
focused on a designated topic. An algorithm that detects and extracts major topics in
long documents and then classifies them in positive or negative orientation in rela-
tion to that topic was then developed. Then, for brief summarization, the document
with the largest number of positive or negative sentences is picked up and its head-
line is used to represent the overall tendency of positive-topical or negative-topical
sentences. For detailed summarization, a list of positive-topical and negative-topical
sentences with higher sentiment degree is generated.

As a complement, an opinion-tracking system that shows how opinions change
over time is proposed. The tracking system is very similar to Liu’s proposal and
consists of bar charts that simply count the number of positive-topical and negative-
topical sentences on a selected topic at different time intervals. Nevertheless, a large
number of relevant articles is required.

Finally, Tateishi’s approach is worth mentioning, which introduces radar charts
for summarizing opinions and has been frequently cited in the literature. A more
detailed description of this technique can be found in [24]. Sadly, as the original
document is only available in Japanese as this text is being written, it was not pos-
sible to include a deeper analysis due to language issues.

5.5 An Application of WOM in Twitter

This example envisages the social network Twitter. The record set provides us with
some vital information such as user ID, number of followers, number of follow-
ing users, number of tweets and frequency of tweets. There can be both important
and unimportant information that can be shared. This information can be transmit-
ted through the blogs where some senders take up the initiative to transform diffe-
rent kinds of events. Based on the blogs the person can have followers. Followers
are those who either agree with an opinion or get influenced by other’s events and
propagate these messages to yet others. Again, if we consider the number of blogs
or tweets and their values, then the number of influential members of the tweeter
social network can also be identified. Based on the tweeter database it is possi-
ble to cluster the number of followers and following individuals. By applying the
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subtractive clustering method in fuzzy logic the grouping of those members who are
more influential is done.

5.5.1 Extracting Significant Information from Tweets

In this section a methodology for extracting and processing tweets is proposed by
using Subtractive Clustering using fuzzy logic with the application of logical op-
erations and the if-then rule statement. The relevant terminologies are as follows:

• Fuzzy Inference System: This is the process of formulating the mapping from
a given input to an output using fuzzy logic. The mapping process can then be
applied to make decisions or perform any pattern analysis. The Fuzzy Inference
System also involves the concepts of membership, logical operations and the if-
then rule.

• Membership functions: Membership functions are curves that define how each
point in the input space is mapped to the degree of membership between 0 and 1.
The input space is also called ‘Universe of Discourse’.

• Logical operations like AND, OR, NOT are also applied.
• ‘If-then rule’statements are used for conditional statements that are comprised of

fuzzy logic.
• Subtractive Clustering: This method of clustering functions by assuming each

data point to be a potential cluster center and calculates a measure of the likeli-
hood that each data point would define the cluster center based on the density of
the surrounding data points. Subtractive clustering is a fast, one-pass algorithm
for estimating the number of clusters and the cluster centers in a set of data. The
cluster estimates obtained can be used to initialize iterative optimization-based
clustering methods and model-identification methods. The steps in performing
the process are as follows:

– Selecting the data point with the highest potential to be the first cluster center.
– Removing all data points in the vicinity of the first cluster, called a radii, in

order to determine the next data cluster and its center location
– Repeating this process until all of the data are within the radii of a cluster

center.

The radii are a vector of entries between 0 and 1 that specify a cluster center’s range
of influence in each of the data dimensions. The best value of a given radii is usually
between 0.2 and 0.5.

A Sugeno-type fuzzy inference system that models the data behavior is generated
to provide a fast, one-pass method to take input-output training data. A typical rule
in a Sugeno fuzzy model has the form,

‘If Input 1 = x and Input 2 = y, then Output is z = ax + by + c’.

For a zero-order Sugeno model, the output level z is a constant (a = b = 0). The
output level zi of each rule is weighted by the firing strength wi of the rule. The final
output of the system is the weighted average of all rule outputs, computed as:
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FinalOut =

N∑

i=1

wizi

N∑

i=1

wi

(5.1)

where N is the number of rules.

5.5.2 Data Quality Evaluation

The first step in any information extraction process is the evaluation of the data qual-
ity to be processed. In the case of text originated in Twitter, these can content many
wrong words, typos mistakes, emoticons1 , non structured sentences, etc. A second
step is to select the algorithms to use for processing the Twitter data and finally,
a mathematical treatments of the extracted data for detecting the most influential
members of the Twitter community.

5.5.2.1 Components of Standard Data Set

To validate the proposed analytical solution, we collect the data from the Twitter
social networking site. The database is extracted using the three main streaming
products: The Streaming API, User Streams and Site Streams.

Streaming API: It is used to collect public statuses from all users, filtered in
various ways. It can be by user ID, by keyword, by random sampling, by geographic
location and other parameters.

User Streams: All the data are required to be updated. It provides public and pro-
tected statuses from followings, direct messages, mentions, and other events taken
on and by the user.

Site Streams: This allows multiplexing of multiple User Streams over a Site
Stream connection.

While using the Search API one is not restricted by a certain number of API
requests per hour, but instead by the complexity and frequency. As requests to the
Search API are anonymous, the rate limit is measured against the requesting client
IP. The record set collected contains certain information about 99 unique members
of the Twitter community where each member’s ‘number of followers’, ‘number
of following’, ‘number of tweets’and ‘frequency of tweets’are present. Table 5.1
shows the details of the record set:

1 An emotion can be defined as “feeling states with physiological, cognitive, and behavioral
components” [8], in that sense an emoticon can be defined as a short sequence of keyboard
letters and symbols for expressing a human emotion in chats, blogs, e-mails, twitter, etc.
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Table 5.1 The detailed record set of Twitter
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5.5.2.2 Processing Data Originated in Twitter

To design the data processing stage, the following steps need to be accomplished:

A Comparison among the ‘number of followers’and ‘number of following’data of
each member to find out which ones all are influential and which ones all are
influenced. The condition is that if number of followers > number of follow-
ing, then a member is categorized as being influential and if not, then as being
influenced.

B Based on the number of tweets the tweet weight age is judged by providing a
threshold value and then analyzing whether the numbers of followers are directly
proportional to the number of tweets made by each member.

C If the numbers of tweets along with their weighted value are high, then those
members can have larger number of followers. This measurement is done by
checking the direct proportionality among the number of tweets and number of
followers. If it is inversely proportional then the number of tweets was not influ-
ential.

D An analysis report that is derived from the above two conditions will help in
clustering those members who are more influential than the others based on the
data set of Twitter in Table 5.1 by using the subtractive clustering technique in
fuzzy logic.

5.5.2.3 Modeling the Twitter User Behavior

Certain information is available from the Twitter database, including each individual
having an ID number, along with their number of followers and following. Based
on these two fields, an analytical report of the person’s nature can be identified to
determine whether the person is influential or influenced. Based on these data a very
simple analysis can be derived that is a symmetric relation. Symmetric relation can
be expressed as “if x is related by R to y, then y is related by R to x”.

Here, the numbers of individuals (unique members of the Twitter community)
are denoted as,

I = {I1, I2, I3, ..., In}
and the nature of the individual can be categorized in the following form,

Nature = {In f luencial, In f luenced}
By applying the concept of symmetric relation the inference that can be drawn is:
If number of followers > number of following, then member is categorized to be
influential and if not then influenced.

Analyzing fields which provide information about the number of tweets made by
each member can help in judging the rate of increase or decrease in followers. The
number of followers will be directly proportional to the number of tweets sent, if
the tweets are larger in number and also the weightage of each tweet is high, which
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means the message is important and valuable. This property can be represented in
the following format:

NFi = NT j ∗ k,

i = {i1, i2, ..., in}
j = { j1, j2, ..., jm}

(5.2)

where NF= Number of Followers, NT= Number of Tweets, k= Constant.
The reverse representation happens when the numbers of tweets are less in num-

ber and when they are of less importance. This means that the number of followers
will be inversely proportional to the number of tweets. This property is represented
in the following way:

NFi =
k

NT j
,

i = {i1, i2, ..., in}
j = { j1, j2, ..., jm}

(5.3)

Where, NF= Number of Followers, NT= Number of Tweets, k= Constant
Thus from equations 5.2 and 5.3, we can detect the most influential members of

the tweeter community based on the database of the particular moment by applying
subtractive clustering. The member with the highest potential is selected to detect
the first cluster, and then all the points are removed from the vicinity of the first
cluster so as to detect the next cluster. This process is repeated again and again so
as to make a collection of all the members that are influential as well as whether
their tweets are important or of high value. The data behavior that can thus be iden-
tified from the record set is a one-pass method to take input-output training data and
generate a Sugeno-type fuzzy inference system.

5.5.3 Analysis and Results

The effectiveness of measuring the different levels of followers is determined in
Figures 5.1 and 5.2. In Figure 5.1 the different rankings of members are plotted
based on the number of followers less than the number of following. The x-axis
denotes the different number of followers and y-axis denotes the different ranking
of the followers based on the different tweet weight age.

In figure 5.2 the different rankings of members are plotted based on the number
of followers greater than following.

Depending on the number of tweets and also the valuation of those tweets the
number of followers is denoted. Figure 5.3 and figure 5.4 show the scattered plotting
of those members whose tweets were important and collected a larger number of
followers whereas the members who had less important tweets had a lesser number
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Fig. 5.1 Members with followers less than following

Fig. 5.2 Members with followers greater than following

of followers. Figure 5.3 describes the collection of those members who had higher
numbers of followers due to their strength in tweets.

Similarly, figure 5.4 denotes the reverse condition where the numbers of follow-
ers are less due to the less important tweets.

Hence, based on these results, we can draw a conclusion about those members
who are very influential and shared a lead role. The following result is plotted in
figure 5.5 by applying the subtractive clustering technique.

The social network is a place that helps in sharing different opinions with
different users. In this way plenty of information could be provided about know-
ledge being shared. Additionally, in those cases where some vital tweets are made
by some individual then those tweets are given much more importance than the
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Fig. 5.3 Important tweets with influenced followers

Fig. 5.4 Unimportant tweets with less influenced followers

others, since they get propagated among more followers. This can be represented in
a graphical representation where the x-axis denotes the number of individuals trans-
ferring tweets and the y-axis represents the flow of the tweets. This scattered graph
denotes when the followers rate was high due to the high weight age of the tweet.
The number of followers rate increases based on time, event and the members of
the tweeter group. The rate of increase in flow of the tweets among the individuals
can also be expressed mathematically, y = xa, where x = weight of the tweet (high-
valued tweets will be transmitted to many individuals) y = number of followers
following that tweet and transferring them to others (depending on the tweet value)
a = depends on the previous value of y.
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Fig. 5.5 Subtractive clustering of all influential members

Fig. 5.6 Scattered plot denoting flow of influential tweets

The most influential person of a group can always be ranked as the best informer
of some important event, news or for sharing good thoughts. In Figure 5.7 bar
diagram denotes here the best member, who had communicated well and had been
placed in the high rank. This is followed by the ranks of the other members’ as per
their weight of the tweet. The x-axis denotes the individual members and the y-axis
represents the rank level of each individual where they belong.
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Fig. 5.7 Histogram denoting rate of flow of influential tweets

5.5.4 Tweeter as Novel Web User Behavior Data Source

In fact, the data originated in social networks are new sources for understanding the
web user behavior. A very important issue in this kind of data is these normally are
generated by own web user decision, corresponding usually what the web user is
thinking and feeling, However, these opinion can be influence by other web user
opinions, then to analyze what influenceable a social network can became will be
always necessary for analyzing the web user behavior.

A social network community like Twitter, the followers receive the others web
user influence by tweets an retweets opinions about some particular theme. Then
this kind of social site is not only a medium of sharing important events but also
in taking part in knowledge sharing and also participating in some conversations.
The blogs that are posted by the members of such social network community are
some time a mind opener for other members also. This leads in judging whether
the blogs posted by the person is valuable which further leads in categorizing the
influenced and influencing persons. This can be finally subjected towards many real
life applications as sentiment analysis and emotion modeling pertaining to social
network analysis.

5.6 Summary

With the inception of Web 2.0 and the explosive growth of social media on the Web,
users have now the possibility to express personal opinions about products, services,
and therefore, access a huge repository of these opinions to make better decisions
about buying or using a product or service. This information could also be important
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for enterprises, that might be interested in knowing how their products or services
are perceived by the market.

Among the different sources where users add their personal opinions, we distin-
guished and discussed four: Blogs, News, Forums and the social network Twitter.
Each one presents a specific operating mode which brings particular issues related.
In section 5.3 we analyzed these four sources and tried to determine how their parti-
cular problems can affect the mining process.

Having given a look at all these issues, WOM begins to become a complex and
challenging task. Then we stated that developing a system that embraces all these
problems is naturally difficult. Nevertheless, it is possible to find various approaches
in literature. In section 5.2 we introduce two of these methodologies: Document
Level Opinion Mining and Aspect-Based Opinion Mining, even though a lot of
other perspectives exist.

Each approach proposes a series of logical steps to transform the complex and
heterogeneous data from different sources into a structured and simpler configura-
tion. Nevertheless, giving a unique definition for WOM is not a simple task because
the process final objective is still unclear.

On the other hand, in section 5.4 we presented summarization and visualization
techniques that allow a better comprehension of the mining process results. For this
reason these are remarkably important tasks and deserve to be studied. Multiple
techniques involving classic text summaries, chart visualization methods and other
new proposals were introduced.

Finally, in order to achieve a better understanding of one Web Opinion Mining
existing technique, we presented a practical example in section 5.5, which imple-
ments Document Level Opinion Mining in the social network Twitter. In this case,
the goal was detecting the most influential users on Twitter community.
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