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Abstract 

Sentimental analysis is the method of finding sentiment such as positive or negative from a text data. In this paper we are using 
some feature selection techniques such as Mutual information, Chi-Square, Information gain and TF-idf to select features from 
high dimensionality of feature set. These methods are evaluated over the dataset which contains 2000 review data about 
MOVIES. The classification is performed using support vector machine provided by weka9 tool. We also investigate that which 
is best feature to extract sentiments from the reviews. We are considering unigram, bigram,POS tags of words and function 
words as our feature set. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication 
Technologies (ICICT 2014). 
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1. Introduction 

Internet is one of the drastically developing areas. People are often communicating, discussing and sharing 
information through internet. Due to these reasons internet is one of the essential part of human life. The information 
in it covers a wide range of areas such as academic information, feedback or opinion about products, comments 
about social issues etc. It helps people to think and make decision in many things. Majority of people always listen 
to others opinion before taking a final decision. Sentimental analysis is one of the research areas. In this information 
gathering is performed. And the information which is gathered will be analysed in order to determine the sentiment 
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of the information such as negative sentiment or positive sentiment. One of the applications of this area is in product 
purchasing, before purchasing a product people will often enquire about the opinion of the product by other people. 
In this paper we are presenting methods to extract the sentiment of text data about movie. The objective of this paper 
is to predict the sentiment of review about the movie. Also we are interested in knowing the effective feature that 
can provide better result as well as the best feature selection method. We also perform a comparative study on how 
can we reduce unigram feature set to get better accuracy on small feature length. 

Remaining sections are organized as follows: Section 2 delivers some related works on the domain of sentimental 
analysis; Section 3contributes an overview of our proposed methodology; Section 4gives experiment and result; 
andthe final section is the conclusion and future work5. 

2. Related work 

Asliet al.1 presented methods for normalizing the noisy tweets and classified them according to the polarity. The 
authors of this paper collected 2 million tweets from September 2009 to June 2010using Twitter search API. They 
collected tweets related to the mobile operation. To generate sentimental words they have employed a mixture 
model approach, and calculated F-score of each word and the words with F-score greater than 10 % will be selected 
as raw words. As a future work, they suggested a frame work to gain knowledge of the lexicon that can be extracted 
from the collected tweets so we can represent the words such as luv,lovwww and love as one entity “love”. 
 
 Lianghaoet al.2 proposed a novel multi-domain active learning framework. This framework jointly selects text 
data from all domains such as BOOKS, DVD, Electronics and Kitchen from Amazon.com. The data set used by this 
framework is the Multi-Domain Sentiment Dataset. During data preprocessing, they converted all words to lower 
case and remove the English stop words from the data.The authors of this paper implemented term frequency for 
weighting features.To create a better classification model they used LIBLINEAR SVM.They have planned to joint 
query instances using a hierarchical structure among domains. In this paper, authors presented framework in the 
linearly-separable manner and leave the non-separable case to our future work. 
 

In this paper Po-iet al.3 proposed a new method which extracts the sentiments of micro blogs. They found that 
some tweets are mean positive, but it is negative in case of emotion. To overcome these challenges this paper 
proposed a method which combines supervised learning that is capable of extracting, learning and classifying tweets 
with opinion expressions. The system is called Opinion Miner. The feature used for this work was unigram. In order 
to reduce the features in the set, they used mutual information and chi-square as feature selection methods. They 
have crawled tweets of three distinct categories (camera, mobile phone, and movie) as their training set from the 
time period November 1, 2012 to January 31, 2013.Naive Bayes classifier was used to classify the tweets. The 
accuracy was 91% for chi–square.  The best accuracy was 96.6%. 
 

In this paper Gang Li et al.4 they proposed a new method called clustering–based approach to overcome the 
drawbacks of the existing methods. This approach was based on the K–mean clustering algorithm. In this the 
documents are primarily clusted into positive and negative clusters. Then applied TF–idf weighting method to 
extract more clustering results. Multiple implementation of clustering process was used to obtain the final result. 
The dataset used for this experiment was movie reviews; it contains 1000 positive and 1000 negative reviews about 
movie. Compared to the existing methods (Supervised learning and Symbolic techniques), the proposed method 
produced the accuracy of 77.17% and it is faster in operation too. 
 
 Yan Dang et al.5 a group of sentiment words built on sentiment lexicon using a method called lexicon-enhanced. 
They have used these words as a new feature in this paper. This experiment used three features such as Sentiment 
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words along with content specific and content freefeatures. The evaluation was performed using 10-fold cross 
validation. The dataset used contains reviews about DVD, Books, Digital cameras, Electronics, Kitchen 
appliances.The highest overall accuracy was 84.15%, it is obtained for the product Kitchen appliances. The 
experiments show that the combination of F1, F2, F3was giving more accuracy when compared to the individual 
feature set. 

3. Proposed Methodology 

3.1 Dataset  

The corpus used for this work is MOVIE reviews7 contains 1000 POSITIVE and 1000 NEGATIVE sample 
reviews about movie, each will be in an unprocessed HTML files .We extracted only the review data from the 
HTML file. This dataset is the widely used benchmark dataset for sentiment analysis and domain adaptation 

3.2 Preprocessing 

The samples in the dataset should be preprocessed before performing any type of operation in it. The 
preprocessing includes 

 Upper to lower case conversion:For the easiness of feature selection all the data should be converted into 
lower cases. 

 Normalization:All words with apostrophizes should be replace with its original form. E.g. don’t-> do not. 
 Non ASCII removal: All non ASCII characters are removed from the samples. 
 Remove new lines: The datasets contains some unwanted new lines that are also removed before the feature 

selection phase. 
 Remove unwanted punctuations: All punctuations should be removed before feature selection. 
 Stop word removal: Stop words in the English language are “a”, “an”, “the”, “is”. We have removed all 

words whose length is less than 3, except no, not, none.To remove stop words we are using Natural 
Language Toolkit (NLTK)8provided by python. 

 Stemming: We observed that some of the words in the dataset have similar roots but they may differ only 
in affixes For example: computer, computation, computing has same root comput. The main purpose of this 
step is that reducing the feature set and improves the classification performance. We are using Porter 
stemmer of NLTK provided by python. 

3.3 Features 

3.3.1 Unigram of words: 

We are performing some preprocessing on this feature such as stemming and stop word removal. So that we are 
considering different categories of unigram features such as unigram with stemming with stop word, unigram with 
stemming without stop words, unigram without stemming with stop words. We are not considering without 
stemming without stop words category because without stemming will cause high dimensional features, since it does 
not reduce to the root form of words. Also removal of stop words flips the negative samples to positive samples.  

3.3.2 Bigram of words: 

Like unigrams, we are considering two categories of Bigram such as Bigram without stemming with stop words 
and Bigram with stemming with stop words. Due to the high dimensionality of bigram features. We are considering 
features which are appearing more than three times in our dataset. 
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3.3.3 Parts of speech tags: 

We are considering 36 parts of speech tags such VB, PRP, DT, NN etc. Each text in the reviews will be tagged 
using POS tagger of NLTK9. The number of tags of reviews varies, since 36 tags are not used in this experiment. 
We have 26 tags and 25 tag in positive and negative class respectively. 

 

 
 

Fig.1. Architecture for Sentiment classification 

3.3.4 Function Words: 

Function words or grammatical words are the words that have little lexicalmeaning or have ambiguousmeanings. 
We are considering375 function words10.Tonormalize all these counts we are dividing the count by N (Total number 
of words). 

3.3.5 Word based features: 

We are usingeight statistical measures10exploring that whether the count of words in each samples, helps to 
extract the sentiments of review. By using these features we are exploring that whether the count of words in each 
samples, helps to extractthe sentiments of review. 
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3.4 Feature Selection 

3.4.1 Mutual Information (MI) 

MIterm selects features that are not uniformly distributed among the sentiment classes because they are 
informative of their classes. And we can see that MI giving more importance to the rare term. 

Cc f cPfP
cfPcfPcfMI

)()(
),(log),(),(

(1) 

Where P(f,c) indicates the joint probability  distribution function, P(f) and P(c) denotes the marginal probability 
distributions of   f  and c, and C is the classes: POSITIVE and NEGATIVE. 
 
3.4.2Information gain(IG) 
 

Information gainis the most commonly used feature selection method in the field of machine learning. It 
calculates the relevance of a feature for prediction of sentiment of review by analysing the presence or absence of a 
feature in a document. 
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P(c|f)is the joint probability where class C and feature f  is co-occurs. P(c) denotes the marginal probability. 
 
3.4.3 Chi-square ( λ2 ) 
 

Chi-squaremeasures how much expected counts and observed counts deviate from each other. 
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W, X, Y, Z denotes the frequencies, indicates the presence or absence of feature in the sample. W is the count of 
samples in which feature f and c occurred together. And by using TABLE 1 we can find what each symbol indicates. 
N=W+X+Y+Z. And f is the feature and c is the class. 

Table 1: 2×2 contingency Table of feature (f) and class(c) 

 c c  
f W X 

f  Y Z 
   

3.4.4 TF-idf(Term Frequency-Inverse Document Frequency) 
 

TF-idf16  is a weighting scheme, which measures how relevant a word to a sample in the dataset.The relevance 
increases when the number of times a word appears in the sample. 

)log(,
i

jii df
NtidfTF                   (4)

iidfTF is the weight of a term i. jit , is the frequency of term iin sample j. N is the total number of samples in the 
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corpus. dfiis the number of samples containing term i.  

3.5 Feature weighting 
 

The features which are selected using feature selection criteria is weighted using Feature Presence(FP).We are 
calculating feature value by considering their presence or absence rather than count of feature in a sample. 

3.6 Classification 
 

We are using Support Vector Machine6to create classification modelon features of different length, extracted 
from these sorted lists, in order to find the optimal feature length.SVM is capable of handling high dimensional data 
in a linearly or non-linearly manner.Although SVM takes times to create a classification model; it performs well for 
two class problems. 

4. Experimental Results 

The experiments are performed on the review data. Before performing the sentiment classification, we apply pre-
processing step in the dataset. The features are preferred after pre-processing of the samples in corpus. The pre-
processing contains stemming; it is applied to reduce the inflected forms of words to their root form. This is done by 
the Porter Stemmer module which uses the Porter stemming algorithm9.For feature selection, we will use the 
selection criteria’s, which are Mutual information, Information gain, chi-square and TF-idf. The score is calculated 
for each feature with respect to the two classes, which are then sorted in decreasing order of their score. SVM 
classifier is used to perform classification, on features of different length. For features (bag-of-words), the classifier 
is tested on feature sets of size 100-3000. 

In the Table 2 and 3 we visualize that accuracy of unigram features in positive class as well as negative class. It is 
found that unigram with stemming with stop word and unigram with stemming without stop word gives 
accuracy of 82.9% and 83% with information gain in positive class. And in negative class also, we are getting 
good accuracy with information gain. In negative class unigram with stemming and without stop word gives 
better accuracy of 83.1%. Table 4 and 5 represents accuracy of bigram with different feature selection criteria in 
both the classes. The performance of unigram is better as compared to the bigram. Bigram without stemming 
with stop word give better accuracy in both classes.Table 6 depicts the results using POStags. We represent the 
accuracy (%) observed for both positive reviews and negative reviews. For all feature selection criteria we are 
getting same accuracy for positive reviews and negative reviews such as 53.4% and 53.5% respectively.Function 
words and Word based measures produced the results of 64.4% and 67.8% respectively. 

Comparing the performance of four features such as unigram, bigram, function words and POStags of words, we 
found thatunigram of bag of words is the best feature to extract sentiment from the reviews. In previous work6 
authors compared results of different dataset   and got better results for ensemble feature set.  In this experiment we 
are getting better result for two categories of unigram (A and C).

A :  Unigram without stemming with stopword 
B :  Unigram with stemming with stopword 
C :  Unigram with stemming without stopword 
D:   Bigram with stemming with stopword 

E:   Bigram without stemming with stopword 
FL : Feature Length 
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Table 2: Accuracy (%) of unigram features in POSITIVE class 

FL MI IG Chi-square TF-idf 

A B C A B C A B C A B C 

1300 81.5 80.5 81.2 78.8 78.8 79 79.7 79.4 79.7 78 76.6 74.7 

1400 81.8 79.5 81.6 79.6 79 79.8 79.6 79 79.6 79.5 76.9 76.5 

1500 81.6 79.6 81.7 80.7 79.7 80.4 80.4 78.6 80.6 79.2 77.1 77 

1600 81.1 80 81 81.2 80.3 81.6 81.5 79.2 81.6 79.7 78.6 78.4 

1800 80.6 79.6 81 82.4 80.9 83 80.9 78.9 81.3 79.8 79.1 78.6 

1900 80.8 79.7 81.4 82.1 80.8 82.5 81.4 79.7 81.3 79.9 80.2 78.4 

2000 81.3 79.9 81.5 82.2 80.9 82.6 81 79.7 81.2 79.7 81 79.3 

2100 80.3 80.2 80.2 82.9 81.3 82.7 81 79.7 80.8 80.5 81.1 79.9 

2300 80.5 80.7 80.3 82.1 81.6 83 81 79.4 80.7 80.9 81.2 80.1 

2400 79.9 80.8 80.2 82.2 81.1 82.6 81 79.5 80.8 81.1 80.5 80.2 

2500 79.8 80.5 80.4 81.9 81.4 81.9 80 79.8 80.5 80.6 80.8 80 

Table 3: Accuracy (%) of unigram features in NEGATIVE class 

FL MI IG Chi-square TF-idf 

 A B C A B C A B C A B C 

1300 81.6 80.6 81.3 64.2 79.2 79.1 80.1 79.9 80.2 79.2 79.1 76.7 

1400 81.9 79.6 81.7 65.8 79 80.7 79.2 79.4 80.7 79.8 79.2 77.4 

1500 81.7 79.7 81.8 65.5 79.6 80.7 80.8 79.4 81 79.8 78.9 77.7 

1600 81.2 80.1 81.1 65.1 80.6 81.8 80.8 79.4 81.1 80 79.5 78.5 

1800 80.7 79.7 81.1 67.1 81 82.7 80.8 80.3 81.1 80.8 79.6 80.6 

1900 80.9 79.8 81.5 67.6 80.9 82.3 81 79.2 81.4 81.2 79.9 80.2 

2000 81.4 79.7 81.5 66 81.2 82.2 81 80.6 80.8 81.4 80.1 81 

2100 80.4 80.3 81.6 67 81.2 82.6 80.4 80.1 80.1 81.5 80 81.6 

2300 80.6 80.8 80.4 69.1 81.6 83.1 79.9 80.6 79.8 81.5 80.9 82.2 

2400 80 80.9 80.3 69.1 81.4 82.4 81.1 80.4 81 81.9 80.5 82.5 

2500 79.9 80.6 80.5 69 81.4 82.2 80.3 80.6 80.4 81.4 80.8 82.1 

 
Table 4: Accuracy (%) of bigram features in POSITIVE class 

 
FL MI IG TF-idf Chi-square 

D E D E D E D E 
300 61 60.1 57.5 59.5 57.6 54.7 60.7 54.1 
500 61.8 60.8 58.3 58.9 56.6 53.5 63 55.2 
600 60.8 60.7 59 58.6 56.2 52.2 63.8 54.6 
700 60.4 60.8 59 59 58.7 53.2 63.6 55.8 
1900 60.1 59.9 61.7 60 58.7 51.7 61 54.6 
2000 60.1 60.7 59.7 61 59.4 52.1 60.9 54.4 
2400 60.2 61.6 60 60.3 59.6 53.3 60.9 54.1 
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Table 5: Accuracy (%) of bigram features in NEGATIVE class 

 
FL MI IG TF-idf Chi-square 

D E D E D E D E 
800 57.9 51.4 59.5 51.6 57.8 51.1 57.8 51.5 
1500 60.6 49.9 59.4 52.4 58.1 52 58.1 52.8 
1900 59.1 50.8 58.6 51.2 59.1 51.5 60.4 53.8 
2000 58 52.2 59 51.8 59.1 52.5 59.1 54 
2300 58.6 51.7 58.5 52.3 59.4 52.2 59.4 54.2 
2500 59.1 52.2 58.4 52.3 58.5 52.1 58.5 52.3 
2900 59 51.8 58 52.6 58 52.3 58 53.1 

 
Table 6: Accuracy (%) of POStags 

 POSITIVE Class NEGATIVE Class 
Number 
of tags 

MI IG TF-IDF Chi-Square MI IG TF-IDF Chi-Square 

5 53.4 49.3 52.1 53.1 53.5 49.4 52.2 53.2 
10 50.6 53 52.9 52.6 50.5 53.1 52.8 52.1 
15 52.1 52.1 52.2 52.2 52 52.2 52.5 52.7 
20 52.1 52.2 52.2 52.2 52 52.6 52.1 52.1 
25 52.1 52.2 52.2 52.2 52 52.1 52.1 52.1 
26 52.2 52.2 52.2 52.2 - - - - 
         

Table 7: Accuracy (%) of function words and word-based measures 
Number features Name of feature Accuracy 

375 Function words 64.4 
8 Word based measures 67.8 

 
5.  Conclusion and Future work 

 
This paper suggests the problem of sentimental classification. We found that unigram is the best method to extract 

sentiment from the review.Specifically it is clear that unigram with stemming with stop word and unigram with 
stemming without stop word gives accuracy of 82.9% and 83% in positive class. In negative class unigram with 
stemming and without stop word gives better accuracy of 83.1%. Both classes gives better result with 
information gain. As a future work we can suggest that ensemble feature selection technique, it would be useful to 
perform additional experiment on this work. 
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