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The gesture input, which is a means for interacting with the computer and human beings, is gradually developing. However, efforts to achieve accurate gesture recognition on existing platforms are reaching their limits. The Motion Matrix defines and extends conventional gesture recognition, and can be used to associate the whole motion with the unit-module interactions. The aim is to improve the accuracy of recognition by analyzing the difference in the human gesture by the exquisite Motion Matrix. Simple motion by using various methods such as video analysis and sensory analysis are measured. In addition, we find out the parts that were ambiguous and problematic in conventional motion recognition and gesture recognition. After that, we will look at what can be improved and complemented by using the Motion Matrix, and we aim to improve it so that it can be applied to more complicated and sophisticated human motion.

## Author Keywords

Authors’ choice; of terms; separated; by semicolons; commas, within terms only; this section is required.

## ACM Classification Keywords

H.5.m. Information interfaces and presentation (e.g., HCI): Miscellaneous; See<http://acm.org/about/class/1998> for the full list of ACM classifiers. This section is required.

# INTRODUCTION

# related works

인간의 동작 인식과 관련된 연구는 기술의 발전과 함께 널리 진행되고 있다. 특히 컴퓨터의 발전으로 인해 동작인식을 기반으로 하는 입력장치에 대한 사용자 요구가 증가되고 있다.

인간 동작의 정확성을 평가하는 시스템은 현재 3D 모션 캡쳐, Depth카메라를 사용한 방법, 자격을 갖춘 운동 전문가의 시각을 통한 분석 그리고 마지막으로 자기 자신의 주관적 평가가 대표적이다.

3d모션 캡쳐는 정확한 측정을 사용하는 캡쳐 시스템의 경우 고가이다. 그리고 피부 장착 마커를 사용하는 등의 방식은 측정 데이터 외에 다른 데이터가 같이 들어가는 등 정상적인 움직임 측정이 방해된다. 그리고 전문 인력의 데이터 생성 및 해석 그리고 많은 시간의 소요가 필요하다. 따라서 이러한 시스템의 경우 측정을 연구실 내에서 해야 하는 등의 한계점이 나타나고 있다.

그 대안으로 depth카메라를 사용한 (대표: 키넥트, 립모션 등등) 캡쳐 방식이 있다. 저비용 및 용이한 사용법으로 연구 및 상업목적을 위해 자주 사용되는 시스템이다. 그러나 본 시스템의 경우 센서를 사용한 방식과 비교하였을 대 정확성이 부족하다. 그 예로 부적절한 조명이나 옷과 같은 것들이 카메라의 측정에 방해를 준다. 그리고 카메라의 촬영 범위가 2m제곱 정도로 정해져 있어 그 이상의 범위는 측정이 불가하며, 사람 외에도 사람과 유사한 운동기구 혹은 물체를 인식하는 등의 오류가 작동되는 것으로 보고 되고 있다.

사람이 시각을 통해 직접 측정하는 경우는 두가지로 나뉠 수 있는데 전문가가 하는 경우와 본인이 직접 하는 경우이다. 두 경우 다 주관적 판단이라는 것이 개입되기 때문에 부정확할 수 있다. 그리고 전문가의 경우도 여러 사람의 관찰 및 측정을 요하는 경우 그 정확도에서 의심이 될 수 밖에 없다. 본인 자신이 측정하는 경우는 보통 어떠한 동작에 대한 기준이 정해진 상태에서 본인이 직접적인 비교를 해보고 판단하는 경우를 말한다. 이 경우 본인이 비전문가이면 측정에 대한 기준은 정확도가 떨어지며, 특히 격렬한 동작이나 복잡한 동작은 주어진 기준만을 가지고 정확하게 하기란 매우 힘들다.

이러한 다양한 측정 방식의 문제점을 극복하고자 최근에는 IMU(Inertial Measurement Units)와 같은 센서를 사용한 모션 측정방식을 다양한 방식으로 발전시키고 연구를 진행하고 있다. IMU는 가속도계, 자이로스코프 등 비교적 저렴한 가격의 센서를 사용하여 관성 운동 및 3방향(3d)의 데이터를 수집하고 측정하는 것이다. 그러므로 현재 많은 연구자들이 IMU를 사용한 모션 측정 연구를 진행하고 있다. 최근 발전하고 있는 IMU센서를 사용하여 동작을 측정 할 경우 그 데이터를 가공하고 얼마나 정확하고 빠르게 동작을 측정해 내는지에 대한 문제를 해결하는 것에 중점을 두고 있는 추세이다.

본 논문에서는 이러한 측정 과정을 면밀히 살펴보고, 그 과정에서 생기는 문제점을 세밀하게 조사하여 본다. 분석을 통해 향후 발생할 수 있는 문제점을 확인하고 개선방향을 예측해 나간다.

# related works

Martin O’raily가 조사한 과거 10간의 모션 캡쳐 관련 연구 중 대표적으로 거론된Classifying Human Motion Quality for Knee Osteoarthritis Using Accelerometers 논문에서는 성별, 체중, 신장이 다른 9명의 실험자(여성5, 남성4)로부터 데이터를 측정하였다. 피 실험자들은 텍스트 및 그림으로 이루어진 지시 사항을 함께 제공받아 본인이 이해한 대로 운동을 진행하였다. 운동은 SHC (the standing hamstring curl), RHA (reverse hip abduction), SLR (lying straight leg raise) 세가지 종류를 진행하였다.

최종결과는 사람의 눈으로 판단하여 데이터와 비교하는 방식으로 결정되었다. 실험 결과 몇가지 문제가 발생하였다. 일단 세가지 운동을 제외한 다른 동작의 판별이 불가능하다는 점이다. 특히 판별을 위해 전문가 집단이 필수로 필요하다는 사실은 비용적인 측면에서도 큰 어려움이 있다. 기본적으로 비전문가를 사용한 실험의 경우 그 판별이 불분명하고 결과가 좋지 못했었다. 그리고 모든 단계가 자동화된 것으로 보이지만, 실제로 데이터를 반복하여 나누는 것은 사람이 일일히 해 줘야 하는 단점도 존재했다.

Max Mathews의 Radio Baton은 가장 오래된 음악 동작인식 및 연습 도구이다. 물론 지휘 동작을 인식한다는 측면에서 본다면 정확히 그 동작의 형태는 일치하지 않는다. 허나 음악 동작 인식의 기준은 동작의 정확성 보다는 음악의 완성도를 통해 측정되는 경우가 있기 때문에 그 연구는 현재까지도 많은 연구의 레퍼런스로 인용되고 있다. 이러한 요소들은 후속 연구들인 Smartphone-based Music Conducting, Pinocchio: Conducting a virtual symphony orchestra, and Virtual Maestro: An Interactive Conducting System 등에서도 언급되고 있다. 그러나 후속 연구들은 기술의 발전을 통해 정확한 동작인식에도 힘쓰고 있다.

최근 인공지능을 사용하여 동작인식을 구현한 Everybody Dance Now가 있다. 전문가의 춤 동작 비디오에서 데이터를 저장하여 비전문가의 동작 영상에 대입시켜 똑 같은 움직임을 구현해 내는 영상관련 연구이다. 최근 인터넷에 그 구현 영상이 널리 유포되어 주목 받고 있는 연구인데, 그 정확도를 실제 춤 연구를 진행했던 사람들에게 보여준 결과 ‘알 수 없는 이유’로 비교 동작은 유사하지 않다는 의견을 제시하였다.

# MOVEMENT DEFINITION BY KEYFRAME ANIMATION

특정 동작을 다른 사람에게 전달하기 위해서 사람이 직접 옆에서 동작을 알려주는 방법 밖에 없었다. 그러나 기술의 발전을 통해 다양한 방법으로 전달할 수 있게 되었다. 다양한 방법 중 가장 많이 활용되는 방법은 동영상을 통해 전달되는 방법이다. 이는 동영상을 제작하여 다른 사람이 보고 따라 할 수 있도록 하는 것이다. 동영상은 전문가의 행동을 카메라로 녹화를 하여 보여주는 방식과 3D 제작 툴을 활용하여 제작한 동영상을 보여주는 것으로 나뉜다. 전문가의 행동을 카메라로 녹화하는 과정에서는 자세한 동작의 설명과 동시에 같은 동작을 반복해도 완벽하게 동일한 동작을 보여줄 수 없다. 이러한 것을 극복하고자 3D 툴을 활용하여 프레임 애니메이션으로 제작하는 것을 볼 수 있다. 프레임 애니메이션은 시작하는 동작과 목표 동작 각각의 프레임을 설정해주고 사이의 프레임은 보간법을 통해 자동으로 생성을 하여 보여준다. 프레임 애니메이션의 단점으로는 제작자가 동작을 완벽하게 숙지를 하더라고 직접 행동하는 것이 아니기에 조금씩 다른 표현을 볼 수 있으며 완벽하게 같은 형태로 3D툴에서 구현하는 것은 매우 어렵다. 이에 섬세한 동작의 구현은 매우 어렵다고 볼 수 있다. 이를 보완하고자 애니메이션 그래프를 조작하여 모션의 속도를 조절할 수 있도록 하였다. 그러나 실제 동작에서 나타나는 아주 미세한 속도의 변화를 3D 제작 툴에서 프레임 애니메이션으로 표현한다는 것은 불가능에 가깝다고 볼 수 있다.

|  |  |  |  |
| --- | --- | --- | --- |
| ../../../../../../Desktop/스크린샷%202018-09-15%20오전%2012. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%2012. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%201. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%2012. |
| 0 frame | 15 frame | 20 frame | 30 frame |
| ../../../../../../Desktop/스크린샷%202018-09-15%20오전%201. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%2012. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%201. | ../../../../../../Desktop/스크린샷%202018-09-15%20오전%2012. |
| 35 frame | 45 frame | 51 frame | 60 frame |
| MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00000.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00014.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00018.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00024.png |
| 0 frame | 15frame | 20 frame | 30 frame |
| MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00035.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00040.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00048.png | MM_Sequence/무제%20폴더/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row/Best%20Upper%20Back%20Exercise%20-%20Dumbbell%20Row_00057.png |
| 35frame | 45 frame | 51 frame | 60 frame |

본 연구에서는 실제 동작과 프레임 애니메이션의 차이점을 분석하기 위해 동일한 프레임으로 변환 후 덤벨의 위치와 신체의 회전값을 분석하였다. 1초 기준 30프레임으로 변환하였다. 0프레임은 동작의 시작, 30프레임은 목표자세, 60프레임은 되돌아온 자세로 총 2초의 동작 시간을 가졌다. 각 동작은 덤벨이 가장 아래에 내려오는 것과 가장 높이 올라가는 것을 구분동작으로 분할하여 퍼센트로 이동 범위를 분석하였다.

표의 0, 15, 30, 45, 60 프레임 애니메이션을 순서대로 보는 경우 균일한 속도로 움직이는 것을 볼 수 있다. 이는 프레임애니메이션은 시작동작과 목표동작을 원하는 프레임에 설정하면 그 사이 프레임과 동작을 보간하여 자동으로 생성해주기 때문이다. 그러나 실제 동작의 0, 15, 30, 45, 60 프레임을 순서대로 보면 프레임 애니메이션과 다른 형태의 동작을 볼 수 있다. 덤벨을 올리는 동작에서는 키프레임 애니메이션과 동일하게 0, 15, 30 프레임의 순서대로 동작의 이동 범위, 속도는 균일했다. 그러나 덤벨을 내리는 동작에서 속도의 변화를 확인할 수 있었다. 표의 프레임 애니메이션 30~60프레임과 실제 동작 30~60프레임을 보면 각 시작과 종료의 시간은 같으나 내려오는 동작의 속도가 다르다. 30~35 프레임까지는 빠른 속도로 덤벨을 50%까지 내리는 것으로 볼 수 있다. 프레임 애니메이션에서는 덤벨의 위치가 동작의 50%에 해당하는 것은 45프레임에 위치한다. 이를 통해 프레임 애니메이션과 달리 빠른 진행 이후 천천히 속도를 조정하는 것으로 볼 수 있다. 그리고 45프레임부터 60프레임까지 천천히 덤벨을 정지속도로 낮추는 과정을 볼 수 있다.이와 같은 이유는 운동의 효과를 극대화하기 위함과 중력, 근육의 활용등을 통해 나타나는 미세한 차이를 통해 나타난 것으로 볼 수 있다. 또한 해당 구분동작에서 나타나는 차이점은 덤벨의 무게와 상관없이 자주 나타나며, 덤벨의 무게가 무거울수록 속도의 변화를 눈에 띄게 확인할 수 있었다. 또한 세부적으로 동작을 확인한 결과 덤벨을 올리기 직전과 올리고 유지를 하다가 덤벨을 내리는 순간 나타나는 속도의 변화가 있다. 이를 통해 프레임 애니메이션은 실제 동작과 매우 유사해 보이지만 정확한 동작의 표현이라 보기 어렵다.

# MOVEMENT DEFINITION BY THE MOTION MATRIX

준비자세와 실행자세로 덤벨로우(dumbbell row) 동작을 구분하였다. 각 자세의 단계에 따라 회전행렬(Rotation Matrix)을 도출하여 오일러 각(Euler Angle)로 변환하였다. 그 후에 유니티(Unity)에서 해당 부위에 회전값으로 적용하였다. 왼손좌표계가 기반인 로컬좌표계를 사용하였고 회전순서는 ZXY 이다.

Table 1 덤벨로우 준비자세 Rotation Matrix

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Order | Coordinate axes | Part | | Rotation Matrix |
| 0 |  | World | |  |
| 1 |  | Hips | | = , |
| **= ,**  = < 83.7, -180, -180 > | | | |
| 2 |  | Hips | | = , |
|  | Spine | | = , |
|  | Left Upper Arm | | = , ,  = , |
| **= =**  **=** < -20.28, -116.60, 0 > | | | |
| 3 |  | Hips | | = , |
|  | Spine | | = , |
|  | Right Upper Arm | | =, ,  = , |
| **= =**  **=** < -20.28, 116.60, 0 > | | | |
| 4 |  | Hips | = , | |
|  | Left  Upper Leg | =, | |
| **= =**  ,  **=** < -20.28, 0, 0 > | | | |
| 5 |  | Hips | = , | |
|  | Right Upper Leg | =, | |
| **= =**  ,  **=** < -20.28, 0, 0 > | | | |
| 6 |  | Hips | = , | |
|  | Right Upper Leg | = , | |
|  | Right Lower Leg | = , | |
| **= =**  **,**  **=** < -20.28, 0, 0 > | | | |

< 표 - 1>은 모든 부위의 회전 값이 < 0,0,0 >인 World에 서 준비자세까지의 회전행렬(Rotation Matrix)로 총 6단계로 구성되었다. 1단계에서 Hips()을 회전축으로 < 83.7, -180, -180 >회전시킨 후 2단계에서 Left Upper Arm()을 회전축으로 < 20.28, -116.60, 0 > 회전하였다. 이 단계에서 roll회전과 pitch회전이 순서대로 진행되어 두 회전행렬을 곱해주었다. 3단계에서 반대쪽인 Right Upper Arm()을 회전축으로 < -20.28, 116.60, 0 > 회전시켰으며 전 단계와 마찬가지로 두 회전행렬을 곱해주었지만 pitch회전은 –값으로 적용하였다. 4,5단계에서 양쪽 다리가 바닥에 닿아 있도록 Left Upper Leg () 와 Right Upper Leg ()을 회전축으로 <-20.28, 0, 0 > 회전 하였다. 6단계에서 엎드린 자세에서 하는 동작인 덤벨로우의 특성상 한쪽 다리를 굽히기 위해 Right Lower Leg ()을 회전축으로 < -20.28, 0, 0 > 회전하였다.

Table 2 덤벨로우 실행자세 Rotation Matrix

|  |  |  |  |
| --- | --- | --- | --- |
| Order | Coordinate axes | Part | Rotation Matrix |
| 0 |  | World |  |
| 1 |  | Hips | = , |
|  | Spine | = , |
|  | Left Upper Arm | = , ,  =, |
|  | Left Upper Arm | = , |
| **= =**  **=** < -2.18, -122.94, -31.29> | | |
| 2 |  | Hips | = , |
|  | Spine | = , |
|  | Left Upper Arm | = , ,  = , |
|  | Left Upper Arm | = , |
|  | Left Lower Arm | = , |
| **= =**  **=** < 30.18, -75.96, -151.08 > | | |
| 3 |  | Hips | = , |
|  | Spine | = , |
|  | Left Upper Arm | = , ,  = , |
|  | Left Upper Arm | = , |
|  | Left Upper Arm | = , |
| **= =**  **=** < -20.28, -116.60, 0 > | | |
| 4 |  | Hips | = , |
|  | Spine | = , |
|  | Left Upper Arm | = , ,  =, |
|  | Left Upper Arm | = , |
|  | Left Lower Arm | = , |
|  | Left Upper Arm | = , |
|  | Left Lower Arm | = , |
| **= =**  **=** < -7.41, -57.73, 133.76> | | |

<표 - 2>는 준비자세에서 시작하여 실행자세까지의 Rotation Matrix이다. 총 4단계의 왼쪽 팔만 움직이는 동작으로1,2단계는 덤벨을 들어올렸을 때 자세이고 3,4단계는 덤벨을 바닥을 향해 내렸을 때 자세이다. 1단계에서 Left Upper Arm()을 회전축으로 < -2.18, -122.94, -31.29 > 으로 회전시킨 후 2단계에서 Left Lower Arm()을 회전축으로 < 30.18, -75.96, -151.08 >으로 회전하였다. 3단계에서 Left Upper Arm()을 회전축으로 < -20.28, -116.60, 0 >로 회전하여 준비자세의 Left Upper Arm()와 같은 각도가 되었고 2단계에서 Left Lower Arm()을 회전축으로 회전하여 < -7.41, -57.73, 133.76>값을 가공하여 < -7.41, -20, 133.76>으로 적용하였다.

< 표 – 3 >은 Rotation Matrix를 3D모델링에 적용한 이미지 이다.

Table 3 덤벨로우 Rotation Matrix 이미지

|  |  |  |
| --- | --- | --- |
| 자세 | 단계 | 이미지 |
| 준비자세 | 1~6 |  |
| 실행자세 | 1~2 |  |
| 3~4 |  |

Rotation Matrix는 실제로 사람이 하는 덤벨로우 동작과 비슷한 패턴의 애니메이션이 보이는 것을 확인 할 수 있었다. 하지만 원활한 동작을 위해 데이터를 가공해야 하는 경우가 있어 정확한 동작을 표현하기에는 어려움이 있었다. 이 애니메이션은 연구자가 임의로 지정한 값을 적용하여 단순히 회전값 만을 사용하여 동작을 만들었다. 또한 동작을 하는 사람의 신체적 조건, 전문적인 훈련도, 덤벨의 무게 및 크기 등 에 따라 값이 변형될 수 있는 변수를 반영할 수 없다. 이러한 이유로 Rotation Matrix는 동작의 절차를 정의하는 수단으로 한계가 있었다.
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