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## ABSTRACT

With the exponential growth of machine learning and development of Artificial Neural Network (ANNs) in recent years, there is great opportunity to leverage this approach and accelarate biological discoveries through applications in the analysis of high-throughput data. Various types of datasets, including protein or gene interaction networks, molecular structures, and cellular signalling pathways, have already been utilized for machine learning by training ANNs for inference and pattern classification. However, unlike regular data structures commonly used in the fields of computer science and engineering, bioinformatics datasets present challenges that require unique algorithmic approaches. The recent development of geometric and deep learning approaches within the machine learning field holds great promise for accelerating the analysis of complex bioinformatics datasets. Here, we demonstrate the principles of ANNs and their significance for bioinformatics machine learning by presenting the underlying mathematical and statistical foundations from group theory, symmetry, and linear algebra. Furthermore, the structure and functions of ANN algorithms, which constitute the core principles of artificial intelligence, are explained in relation to the bioinformatics data domain. In summary, this manuscript provides guidance for researchers to understand the principles necessary for practicing machine learning and artificial intelligence, with special considerations for bioinformatics applications.
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## SIMPLE SUMMARY

Here, we provide an overview of the foundational formalisms of Artificial Neural Networks (ANNs), which serve as the basis for Artificial Intelligence within the broader field of of Machine Learning. The review is from the perspective of bioinformatics data, and multiple examples showcasing the applications of these formalisms to experimental scenarios are presented herein. The mathematical formalisms are explained in detail, offering biologists who are not Machine Learning experts the opportunity to understand the algorithmic basis of Artificial Intelligence as it relates to bioinformatics applications.

## INTRODUCTION

In summary, Artificial Intelligence (AI), Machine Learning (ML), and Deep Learning (DL) are interconnected concepts with distinct differences: AI is centered around developing machines capable of performing tasks that require human intelligence, ML empowers computers to learn from data and make predictions without explicit programming, and DL employs deep neural networks to discern patterns from complex datasets. AI encompasses both ML and DL, which function as subsets of AI. ML algorithms learn patterns from data to facilitate accurate predictions or decisions and can be categorized into supervised, unsupervised, and reinforcement learning. DL algorithms, drawing inspiration from the human brain, utilize deep neural networks to learn and extract patterns from large-scale datasets. DL has shown success in domains such as image and speech recognition, natural language processing (NLP), and autonomous driving.

In the last decade, technologies such as genomic sequencing have led to an exponential increase [[1](#katz2022sequence)] in the data describing the molecular elements, structure, and function of biological systems. Additionally, data digitization and generation across varied fields such as physics, software development, and social media [[2](#clissa2022survey)], has yielded complex datasets of scales previously unavailable to scientists. AI also provides many opportunities for healthcare, ranging from clinical decision-support systems to deep-learning based health information management systems. This abundance of data has played a pivotal role in the rapid progress of machine learning, deep learning, and artificial intelligence. As a result, we now have algorithms that can be trained to extract insights from data with a level of sophistication that closely resembles human intuition.

While researchers have developed hundreds of successful algorithms, there are currently a few overarching principles to systematically organize machine learning algorithms. In a seminal proto-book by Bronstein et al. [[3](#bronstein2021geometric)], various systematization principles for different Artificial Neural Network (ANN) architectures and deep learning algorithms were presented. These principles are founded on the concepts of symmetry and mathematical group theory. Symmetry and invariance are central concepts in physics, mathematics, and biological systems. Since the early 20th century, it has been established that fundamental principles of nature are rooted in symmetry [[4](#noether1918invariante)]. The authors also introduced the concept of geometric deep learning and demonstrated how group theory, along with function invariance and equivariance principles, can serve as foundation for composing and describing different deep learning algorithms. Along these lines, the present manuscript explains the structure of ANNs and the core principles of machine learning algorithms. Additionally, it offers a review of the mathematical and statistical foundations pertinent to the development of artificial intelligence applications using bioinformatics data.

## THE STRUCTURE OF ARTIFICIAL INTELLIGENCE AND NEURAL NETWORKS

We will begin by describing the structures and functions of deep learning and Artificial Neural Networks (ANNs,**Fig.1**), which form the foundation of artificial intelligence [[5](#li2019deep)]. We use a dataset consisting of *n* pairs of , where represents *n* data points and their corresponding labels. Each data point can take the form of a number, a vector (an array of numbers), or a matrix (a grid of numbers), storing various types of bioinformatics data. The labels can assume different formats, such as binary (two-options), like "inhibits cancer growth", or "does not inhibit cancer". The labels can also be continuous numbers, for instance, indicating 30% inhibition, or a composite label such as which signifies drug attributes like '0 - no inhibition', '1 - yes for toxicity', '0 - not metabolized', respectively. Similarly, the input data points can also be composite, for example, representing two measuments for a single biological entity.

The primary objective deep learning is to train an Artificial Neural Network (ANN) using this labeled data. This training phase is the foundation of deep learning algorithms, where the model learns to identify patterns and relationships between the data points () and their corresponding labels (). This learning process allows the model to adjust its internal parameters, often referred to as weights and biases, to minimize the difference between its predicted labels and the actual labels. Once the model is adequately trained, it can then be used to predict the labels of new, unseen data points. This capability to generalize from learned patterns to new data is a critical aspect of deep learning.

Bioinformatics deals with large and complex biological datasets, often high-dimensional and non-linear. The ability of deep learning algorithms to handle such complexity makes them particularly suitable for bioinformatics applications. For instance, a trained ANN can be used to predict the function of a newly sequenced gene, the potential toxicity of a new drug compound, or the likelihood of a patient responding to a specific treatment. Therefore, the overarching goal of artificial intelligence applications in bioinformatics is not just to classify or predict labels for new data, but to derive meaningful biological insights from vast and complex data, thus aiding in the advancement of biological and medical research [[6](#Nair2021)]."

The structure of an artificial neural network (ANN) can be visualized as a system of interconnected layers, each comprised of multiple nodes or 'neurons'. The simplest form of such a network is known as a "fully connected" or "dense" network, as illustrated in **Fig.1**. In this configuration, each neuron within the network is connected to every neuron in the adjacent layers, resulting in a dense web of interactions [[6](#Nair2021)].

Each neuron in the network, denoted as k, has a specific number of incoming and outgoing connections. These connections, often referred to as 'synapses', correspond to the neurons present in the preceding and successive layers within the network. Each connection carries a 'weight', which is a numerical value that the network adjusts during the learning process to improve its predictions.

Taking the example of the neuron in the First Layer (1) depicted in **Fig.1**, it has incoming connections and outgoing connections. The incoming connections are from the "input layer", which consists of two neurons. These neurons represent the input data points that are fed into the network. The outgoing connections, on the other hand, extend to the neurons of the subsequent layer, often referred to as the "hidden layer".

The term "hidden" is used to describe the layers that are sandwiched between the input and output layers. They are termed so because they do not directly interact with the external environment, i.e., they neither receive the input data nor produce the final output. Instead, they perform complex transformations on the data received from the input layer, passing on the transformed data to the next layer. This hidden layer, denoted as Second Layer (2) in the figure, is made up of three neurons, each receiving a connection from the neuron . In summary, the structure of an ANN is a complex, interconnected system of neurons, each receiving data from the previous layer, processing it, and passing it on to the next. This intricate structure allows the network to learn complex patterns in the data, making it a powerful tool for tasks such as classification, regression, and clustering.

The architecture of an artificial neural network (ANN), particularly the number of neurons in the hidden layers, is closely tied to the complexity of the classification problem it aims to solve. This concept is somewhat analogous to the functioning of neurons in animal brains, where different types of neurons play different roles in processing sensory information and cognitive tasks. In an ANN, the hidden layers are the workhorses of the network, responsible for transforming the input data into a format that can be used for the final classification or prediction task. The number of neurons in these hidden layers can vary widely and is often determined based on the complexity of the label classification problem that the ANN is designed to tackle [[7](#uzair2020effects)].

For example, if the ANN is being used to classify simple binary data (such as whether a given email is spam or not), a single hidden layer with a small number of neurons might be sufficient. However, for more complex problems (like image recognition or natural language processing), multiple hidden layers with a larger number of neurons might be required. This is because complex tasks often involve identifying higher-level features or patterns in the data, which requires the network to perform more transformations on the input data. The input layer of the ANN, on the other hand, must have a specific number of neurons that align with the structure of the input data. For instance, in Fig. 1, there are two input neurons, suggesting that each input data point is a two-dimensional vector, like . Finally, the output layer of the ANN consists of a number of neurons that corresponds to the count of labels associated with each input data point in the dataset. In Fig. 1, there is a single neuron in the output layer, indicating that each input data point is associated with a single label.
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**Figure 1.** An example **Artificial Neural Network (ANN)**. The signal aggregation taking place on the second neuron of the second hidden layer, can be expressed with the formula , which is the aggregation of neuron signals from the first layer, shown as red arrows in the figure. *b* represents the threshold that needs to be overcome by the aggregation sum in order for the neuron to fire, and then the neuron will transmit a signal along the line shown towards the output on the final layer of the figure. The reader should refer to the text for more details. '''

Similar to neural networks in animal brains, the computational abstractions used in machine learning and artificial intelligence model neurons as computational units that execute signal summation and threshold activation [[8](#Renganathan2019)]. Specifically, each artificial neuron performs a summation of incoming signals from its connected neighbooring neurons in the preceding layer on the network, shown for example as red arrows on **Fig.1** for . The signal processing throughout the ANN transitions from the input data on the leftmost layer (**Fig.1**) to the output of data labels on the rightmost end. Within each neuron, when the aggregated input reaches a certain threshold, the neuron "fires" and transmits a signal to the subsequent layer.

The signals entering the neuron can either be the data directly from the input layer or signals generated by the activation of neurons in the intermediate "hidden" layers. The summation and thresholding computation within each neuron is represented with the function , where represents the connection weights of the preceding neurons. Each connection arrow in **Fig.1** has a distinct weight, such as, for example, which is the incoming signal from the neuron to neuron , multiplied by the weight , which symbolizes the strength of the connection between these two artificial neurons.

The weights in artificial neural networks embody the strength of connections between neurons. They determine the impact of input signals on the final output of the network. Throughout the training process, these weights are adjusted to minimize the difference between the network’s predicted and intended output. The weights govern the information flow within the network, enabling it to learn and generate precise predictions. Accurately calibrated weights are crucial for the network to effectively learn patterns and extrapolate its knowledge to novel input data [[8](#Renganathan2019)].

For the majority of applications, the weight values constitute the only elements in the ANN structure that are variable and adjusted by the algorithms during training using the input data. This process is similar to the biological brain, where learning takes place by strengthening connections among neurons [[9](#wainberg2018deep)]. However, unlike the biological brain, the ANNs used for practical data analysis have fixed connections between neurons and the structure of the neural network remains unaltered during the process of training and learning to recognize and classify new data. The last term *b* in the summation signifies a threshold that must be surpassed, as in , to trigger the activation of a neuron.

A final step prior to transmitting the neuron’s output value involves the application of a "logit" function to the summation value that is represented as . can be selected from a range of non-linear functions contingent on the type of input data and the specific analysis and data classification domain for which the ANN will be used [[5](#li2019deep)]. The value of the logit function is the output of the neuron, which is transmitted to its interconnected neurons in the subsequent layer through outgoing connections, illustrated as an arrow in **Fig.1** and corresponding to the brain cell axons in the biological analogy. Multiple layers of interconnected neurons (**Fig.1**), along with multiple connections per layer, each having its own weight , together form the framework of the Artificial Neural Network (ANN).

From a mathematical formalism perspective, a trained ANN is a function that predicts labels , which can include categories such as 'no inhibition', 'yes for toxicity' etc., for different types of input data , ranging from histology images to drug molecules represented as graph data structures. Therefore, the ANN undertakes data classification by operating as a mapping function , that connects the input data to the respective labels. Furthermore, the is a non-linear function, since it is an aggregate composition of the non-linear functions of the individual interconnected neurons within the network [[5](#li2019deep)]. As a result, the can successfully classify labels for data inputs originating from complex data distributions. This fact enables ANNs to attain heightened analytical capability compared to conventional statistical learning algorithms [[10](#tang2019recent)]. The estimation is carried out by fitting a training dataset, which establishes correlations between labels and data points . With hundreds of papers and monographs that were written on the technical details of training ANNs, we will next attempt to briefly summarize the process and direct the reader to provided citations for further details [[11](#Zou2008a)].

As mentioned earlier, the only variable elements in the ANN structure are the weights of neuron connections. Therefore, training an ANN to classify data involves the estimation of these weights. Furthermore, the training process entails minimizing the error , which is the difference between the labels predicted by the function and the true labels . This error metric is akin to true/false positive and negatives (precision and recall) used in statistics, however, different formulas are used for its estimation when dealing with multi-label or complex input data for the ANN (for further details, refer to [[12](#kriegeskorte2019neural)]). The estimation of neuron connection weights is executed by the algorithm through fitting the network function to a large training dataset of pairs of input data and labels, while the error is calculated by using a subset of the data for testing and validation purposes. The training algorithm starts with an initial value of the weights, and then performs multiple cycles, referred to as "epochs", to estimate the function This is achieved by fitting the data to the network and calculating the error by comparison between the predicted and the true labels . At the end of each cycle, a process called "backpropagation" is performed [[10](#tang2019recent)], which involves a gradient descent optimization algorithm, which fine-tunes the weights of individual neurons to minimize .

The gradient descent [[13](#ruder2016overview)] optimization examines a large subset of all possible combinations of weight values, yet as a heuristic algorithm, it minimizes , but cannot reach zero error. Upon the completion of multiple training cycles, the training algorithm identifies a set of weights that best fit the data with minimal error. The ANN settles on the optimal values that estimate each function for , where is the weight in each interconnected neuron. Consequently, the overall function represented by the network is also estimated, as it comprises the composition of the individual neuron functions, as mentioned earlier. Following the completion of the artificial neural network training, where the most optimal set of weights is determined, the network is ready to be used for label prediction with new, unknown data.

## ARTIFICIAL INTELLIGENCE, GROUP THEORY, SYMMETRY AND INVARIANCE

### Data domains in relation to group theory and symmetry

Graph deep learning is a branch of machine learning that uses graph theory and deep learning techniques to analyze and interpret data structured as graphs [[3](#bronstein2021geometric)]. Graphs are mathematical structures that represent pairwise relationships between objects. They are composed of vertices (or nodes) and edges, where vertices represent entities and edges represent relationships between entities. In the remaining sections, we will examine how the principles of group theory, symmetry, and invariance provide a foundational framework for comprehending the function of machine learning algorwthms. Furthermore, the classifying power of ANNs, particularly in relation to statistical variance, transformations, and non-homogeneity in the input data. In broad terms, symmetry entails the analysis of geometric and algebraic mathematical structures and finds applications across different research fields, including physics, molecular biology, and machine learning. A core concept in symmetry is invariance, which, in our context, is changing data coordinates, such as relocating a drug molecule in space or shifting the position of a cancer histology tissue sample, while maintaining the shape of the object unchanged [[14](#wu2020comprehensive)]. Following such an alteration, which will be formally defined later in this text as an *invariant transformation*, it becomes imperative for the machine learning algorithms and ANNs to be capable of identifying a drug molecule even after rotation or recognizing cancerous tissue from a shifted histology image.

Symmetry in the context of graph deep learning refers to the invariance of a graph under permutations of its nodes. This means that the properties and characteristics of the graph remain unchanged even if the nodes are rearranged. This is a crucial aspect to consider when designing graph neural networks (GNNs, [[15](#velickovic2017graph)]), the deep learning models used to process graph data. GNNs need to be invariant or equivariant to different node permutations to ensure consistent and reliable performance. This is because the same graph can be represented in many different ways depending on the ordering of the nodes, and the model should give the same output regardless of this ordering.

Variance, on the other hand, is a measure of how much the values in a dataset differ from the mean. In the context of graph deep learning, variance can refer to the diversity in the structure and attributes of the graphs in the dataset. High variance in the graph data can pose challenges for GNNs, as the model needs to be able to capture and learn from these variations to make accurate predictions ([[16](#battaglia2018relational)], [[17](#hamilton2017inductive)]). However, if handled correctly, this variance can also be a powerful source of information, allowing the model to capture a wide range of patterns and relationships in the data.

In order to link the abstract symmetry concepts with data classification in machine learning, as per the terminology of Bronstein et al., we consider the input data to originate from a symmetry domain denoted as . This serves as the foundational structure upon which the data are based, and it is upon this domain structure that we train artificial neural networks to undertake classification, employing the label prediction function as mentioned in the earlier section. For example, microscopy images are essentially 2-dimensional numerical grids of *n x n* pixels (**Fig.2a**), with each pixel having an assigned value corresponding to the light intensity captured when the image was taken.

In this scenario, the data domain is a grid of integers (), represented as . Similarly, for color images, the data domain is , encompassing three overlaid integer grids that individually represent the green, bluem and red layers composing the color text in the section to explain the concept further and adde text in the section to explain the concept further and adde all possible combinations of pixel intensities, while the specific pixel value combinations of the images in the input data are a "signal" from the domain. The ANN’s data classification and label prediction function is applied upon the signal which fundamentally constitutes a subset of the domain .

A *symmetry group* contains all possible transformations of the input signal referred to as symmetries or *group actions*. A symmetry transformation preserves the properties of the data; for instance, it ensures that objects within an image remain undistorted during rotation. The constituents of the symmetry group, denoted as are the associations of two or more coordinate points on the data domain (grid in our image example). Between these coordinates, the image can undergo rotation, shifting or other transformations without any distortion.

Consequently, the key aspect of the formal mathematical definition of the group lies in its capacity to safeguard data attributes during object distortions that frequently occur during the experimental acquisition of bioinformatics data. The concept of symmetry groups is important for modeling the performance of machine learning algorithms, particularly for classifying the data patterns despite the variability inherently present within the input data.

![Fig2a](data:image/svg+xml;base64,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)

![Fig2b](data:image/svg+xml;base64,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)

**Figure 2. (a).** A *grid* data structure representing image pixels, is formally a *graph* **(b).** A *graph* , is composed of *nodes* shown as circles, and *edges* connecting the nodes and shown as arrows. It can represent a protein, where the amino acids are the nodes and the peptide bonds between amino acids are the edges.

Another important data structure within bioinformatics is a *graph* denoted as , composed of *nodes* that signify biological entities, and *edges* representing connections between pairs of nodes (**Fig.** **2b**). In a specific instance of a graph corresponding to a real-world object, the edges are a subset of all possible links between nodes. An example graph data structure for a biological molecule such a protein or a drug would portray the amino acids or atoms as node entities, while the chemical bonds between each of these entities are captured as edges. These edges could signify the carbonyl-amino (C-N) peptide bonds between amino acids and molecular interactions across the peptide chain on the protein structure, or the chemical bonds between atoms in a drug molecule [[18](#Kriegeskorte2019)].

Furthermore, attributes in the molecular data such as, for example, polarity, amino acid weight, or drug binding properties can be depicted as - dimensional node attributes, where *s* represents the attributes assigned to each node. Similarly, edges or even entire graphs can have attributes, for experimental data measured on the molecular interactions represented by the edges, and measurements of the properties of the complete protein or drug. Finally, from an algorithmic perspective, images can be viewed as a special case of graphs in which the pixels serve as nodes, interconnected by edges following a structured pattern that generates a grid formation (**Fig.2a**) representing the adjacent positions of the pixels.

### Group theory and symmetry principles applied to machine learning

Having established the mathematical and algorithmic parallels between graphs and images, we will now utilize the principles of the *symmetry group* to examine the analytical and classification power of machine learning ANNs, with respect to data variability and transformations. Whether it involves data types like input images or molecules represented as graphs, which may undergo shifts or rotations, we introduce the concept of invariance guided by the principles of group theory and symmetry. These foundational mathematical and algorithmic formalisms serve as the basis for modeling the performance and output of machine learning algorithms, specifically ANNs, with regard to the diversity present in the dataset.

Consecutively, these principles can be extrapolated and generalized to encompass other types of data beyond graphs and images, for which ANNs are trained to predict and categorize. While we present the group and symmetry definitions following a data-centric approach, we will remain consistent with the mathematical framework, while describing how the group operations can effect transformations on the input data. Furthermore, different types of data may have the same symmetry group, and different transformations could be performed through identical group operations. For example, an image featuring a triangle, which essentially is a graph with three nodes, might possess the same rotational symmetry group as a graph with three nodes or a numerical sequence of three elements.

When chemical and biological molecules are represented as graphs as described earlier, the nodes can be in any order depending on how the data were measured during the experiment. However, this variation does not change the underlying information contained in the data. As long as the edges **E,** which represent the connections between molecules, remain unchanged, we maintain an accurate representation of the molecular entity, irrespective of the sequence of nodes in **V**. In cases where two graphs portraying the same molecule have identical edges but differ in node arrangement, they are called *isomorphic*. It is crucial that any machine learning algorithm designed for pattern recognition on graphs, should not depend on the ordering of nodes. This ensures that classification using ANNs and artificial intelligence remain robust against variations in experiment measurement encountered in real-world data [[19](#AgatonovicKustrin2000)]. This is something that is taken for granted with human intelligence, where, for example, we can recognize an object even when a photograph is rotated at an angle.

### Invariance and the classification power of artificial neural networks

Returning to our earlier formal definitions of ANNs as function estimators fitted to the data, in order for ANNs algorithms to equivalently recognize *isomorphic* graphs, the functions and overall of the ANN acting on graph data should be *permutation invariant*. This implies that for any permutation of the input dataset, the output values of these functions remain unchanged, regardless of the ordering of the nodes **V**. This concept can be similarly applied to images, which, as previously mentioned, are specialized instances of fully connected graphs. Furthermore, these principles can also be generalized for other data types beyond images or graphs.

To further formalize the concept of invariance, and considering that both image and graph examples are essentially points on a grids on a two-dimemensional plane, we can use linear algebra. Specifically, by using a matrix we can represent the data transformations as group actions, denoted by , within the symmetry group . The use of matrices enables us to connect the group symmetries with the actual data by performing matrix multiplications that modify the coordinates of the object and consecutively represent the data transformations through the multiplication. The dimensions of the matrix, typically are similar to these of the signal space for the data (e.g., images). The matrix dimensions not depend on the size of the group (i.e. the number of possible symmetries) or the dimensionality of the underlying data domain . With this definition in place, we can formalize symmetries and group actions for modifying data objects, employing matrix and linear transformations as the foundation for connecting invariance in relation to variability in the data.

We will now conclude by establishing the mathematical and linear algebra formalisms that underlie the resilience of ANNs and machine learning algorithms in pattern recognition, considering transformations in the data. While our framework is based on a two-dimensional grid data domain , the formalisms developed here can also be extrapolated to any number of dimensions or data formats without loss of generality. First, we will connect matrices to group actions (such as rotations, shifts) within the symmetry group by defining a function that maps the group to a matrix as . As mentioned earlier, a matrix consisting of numerical values (integers, fractions, positive and negative), when multiplied by the coordinate values of an object on the plane , results in rotation or shifts of the object’s coordinates for the exact amount corresponding to the group action within the symmetry group.

With these definitions in place, we will now connect the matrix formalisms with the neural network estimator function , which is identified by adjusting neuron connection weights during multiple training cycles with the input data. Our goal is to leverage the mathematical formalisms of group symmetry and invariance to establish the resilience of ANNs in classifying and assigning labels to new data points [[20](#Eetemadi2019)]. These data points originate from real-world data that might contain tranformations and distortions. First, we define the estimator function of the ANN to be *invariant* if the condition for the input data holds, i.e. for all matrices representing the actions within the symmetry group.

This formula encapsulates the requirement for the neural network function to be invariant: its output value remains the same whether the input data are transformed or not (e.g., an image or graph is not rotated on the plane), as represented by the matrix multiplication . Therefore, the output values produced by the ANN, which essentially represent predicted output labels (e.g., = potent drug / not potent), based on the input data, exhibit resilience to noisy and deformed real-world data when the network estimator function is invariant. In a different case, the estimator function approximated by the ANN can be *equivariant* and defined as . This signifies that the output of the ANN will be modified, but the label prediction result will shift equally alongside the shift in the input data.

### Neural networks and group theory in relation to continuous data transformations

Up to this point, we have exclusively discussed discrete tranformations in linear algebra terms, utilizing matrix multiplications that lead to coordinate shifts and rigid transformations of the data, like rotating an image or graph by a specific angle on the grid . However, in real-world data scenarios, we often also encounter continuous, more fine-grained shifts. In such cases, ANNs algorithms should be able to recognize patterns, classify, and label the data without any loss of performance [[21](#Wright2022)]. Mathematically, the continuous transformations follow equally with the invariant and equivariant functions described earlier. For instance, if the domain contains data with smooth transformations and shifts, such as moving images (videos) or shifts of molecules and graphs that maintain *continuity* in a topological definition [[22](#sutherland2009introduction)], in this case we deal with a concept known as *homeomorphism* instead of *invariance*.

Finally, if the rate of continuous transformation of the data is quantifiable, meaning that the function which maps the group to a matrix, is *differentiable*, then the members of the symmetry groups will be part of a *diffeomorphism*. As it follows from the principles of calculus, in this case, infinitely multiple matrices will be needed to be produced by for the continuous change of the data coordinates at every point. These differentiable data structures are common with manifolds, which, for example, could be used to represent proteins in fine detail. In this case, the molecule would be represented as a cloud with all atomic forces surrounding the structure, as opposed to the discrete data structure of nodes and edges in a graph. Finally, if the manifold structure also includes a metric of *distance* between its points to further quantify the data transformations, in this case, we will have an *isometry* during the transformation due to a group action from the symmetry group.

## APPLICATIONS OF ARTIFICIAL INTELLIGENCE AND NEURAL NETWORKS IN BIOINFORMATICS

Artificial Intelligence (AI) and Deep Learning have emerged as powerful tools with diverse applications in the field of bioinformatics, and multiple research studies have been reported in the literature [[23](#pmid37446831)], [[24](#pmid37189058)], [[25](#pmid37043378)], highlighting the potential of the technology to revolutionize healthcare and life sciences. One of the significant applications is drug discovery, as AI algorithms facilitate the analysis of large datasets of chemical compounds, predicting their effectiveness and safety [[26](#pmid37479540)], [[27](#pmid37458097)], [[28](#pmid37454742)]. These studies have demonstrated that AI can accelerate the drug discovery process by screening potential candidates and optimizing their properties, resulting in substantial cost and time savings.

In the field of genomics, AI algorithms have been applied to the analysis of DNA sequencing and gene expression data, facilitating, for example, the identification of disease-causing mutations and enhancing our understanding of genetic variations [[29](#pmid37453366)], [[30](#pmid37446311)], [[31](#pmid37386009)], [[32](#pmid37370847)]. Moreover, in these studies, genomic data analysis with AI algorithms has provided critical insights, which can assist in the development of personalized medicine approaches and as result tailor treatments to individual patients. Consecutively, the use of AI algorithms in bioinformatics can contribute to the advancement of precision medicine. By integratively analyzing also other omics data (e.g., transcriptomics, proteomics, metabolomics), patient data, encompassing genetic information, medical history, and lifestyle factors, AI-driven insights can lead to improved predictions of drug responses, identification of potential side effects, and the recommendation of optimal treatment options for individual patients.

This personalized medicine approach can also involve enhancing patient care and treatment outcomes, through disease diagnosis improved by machine learning analysis of medical images, including computed tomography (CT) and magnetic resonance imaging (MRI) scans, X-rays, and histopathology images, of diseases like cancer [[33](#pmid37488621)], [[34](#pmid37478073)], [[35](#pmid37474003)], [[36](#pmid37449611)]. The AI algorithms can assist pathologists and radiologists in rendering precise diagnoses, enabling early detection and diagnosis, and ultimately contributing to overall improvements in patient outcomes.

AI can also play a significant role in assisting the development of bioinformatics tools and software accelerating the process of code development for the analysis and interpretation of biological data, such as sequence alignment, protein structure prediction, and functional annotation [[37](#pmid37329982)], [[38](#pmid37463768)], [[39](#pmid37460991)]. Furthermore, AI-powered natural language processing techniques have been employed to analyze scientific literature, patents, and clinical trial reports. This capability enables researchers to stay updated about the latest discoveries and facilitates knowledge discovery in the field.

Finally, in the area of clinical trials, machine learning algorithms have been appplied to mine vast amounts of data from clinical trials. As a result, the rates of success for new drugs and treatment strategies have improved for patients partipating in the trials [[40](#pmid37486997)], [[41](#pmid37483175)]. Additional studies have also demonstrated that machine learning algorithms can result in enhanced optimization of clinical trial designs, reduction in costs, and an overall acceleration of the drug development pipelines [[26](#pmid37479540)], [[27](#pmid37458097)].

### CONCLUSION

The rapid advancements in the fields of Machine Learning and Artificial Intelligence in recent years have exerted a substantial influence in the field of Bioinformatics. With these accelerated developements, the chance to systematically categorize algorithms and their corresponding applications, along with their perfomance across various types of bioinformatics data, has diminished. By harnessing the mathematical formalisms of symmetry and group theory, we can establish the operational principles of Artificial Intelligence algorithms concerning bioinformatics data. This not only paves the way for a deeper understanding of their functionality but also provides insights into the directions for future development in the field.
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