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1. **The datafile All Greens Sales Data.csv shows the following variables: The data (X1, X2, X3, X4, X5, X6) are for each franchise store. Y= annual net sales/$1000 X1 = number sq. ft./1000 X2 = inventory/$1000 X3 = amount spent on advertising/$1000 X4 = size of sales district/1000 families X5 = number of competing stores in district.**
2. Fit an MLR model to Y as a function of the potential predictors in the datafile.
3. Fit an SVM model to Y as a function of the potential predictors in the datafile.
4. Compare the two models.
5. **The datafile CBC.csv shows the following variables: Seq# ID# Gender M R F FirstPurch ChildBks YouthBks CookBks DoltYBks RefBks ArtBks GeogBks ItalCook ItalHAtlas ItalArt Florence.**
6. Fit a logistic regression model for Florence as a function of the potential predictors in the datafile CBC.csv
7. Fit an SVM model for Florence as a function of the potential predictors in the datafile CBC.csv data.
8. Compare the two models.

PRF <- function(CM)  
{  
Precision1 <- CM[2,2]/(CM[2,1]+CM[2,2])  
Recall1 <- CM[2,2]/(CM[1,2]+CM[2,2])  
F1.1 <- 2/((1/Recall1)+(1/Precision1))  
Precision0 <- CM[1,1]/(CM[1,1]+CM[1,2])  
Recall0 <- CM[1,1]/(CM[1,1]+CM[2,1])  
  
F1.0 <- 2/((1/Recall0)+(1/Precision0))  
temp <- c(Precision1, Recall1, F1.1, Precision0, Recall0, F1.0)  
  
#df <- as.data.frame(temp)  
#colnames(df) <- cbind.data.frame("Prec1", "Recall1, "F1.1", "Prec0", "Recall0, "F1.0")  
return(temp)  
}

PRF1 <- function(CM)  
{  
Precision1 <- CM[2,2]/(CM[2,1]+CM[2,2])  
Recall1 <- CM[2,2]/(CM[1,2]+CM[2,2])  
F11 <- 2/((1/Recall1)+(1/Precision1))  
Precision0 <- CM[1,1]/(CM[1,1]+CM[1,2])  
Recall0 <- CM[1,1]/(CM[1,1]+CM[2,1])  
F10 <- 2/((1/Recall0)+(1/Precision0))  
result <- c(Precision1, Recall1, F11, Precision0, Recall0, F10)  
names(result) <- c("Prec.1", "Rec.1", "F1.1", "Prec.0", "Rec.0", "F1.0")  
result  
}

**\*\*\*\*\*\*\*\*\*\*\*\*\*\* Problem : 1 \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++**(a) Fit an MLR model to Y as a function of the potential predictors in the datafile.** +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

D <- read.csv("All Greens Sales Data.csv")  
dim(D)

## [1] 27 6

names(D)

## [1] "Y" "x1" "x2" "x3" "x4" "x5"

head(D)

## Y x1 x2 x3 x4 x5  
## 1 231 3.0 294 8.2 8.2 11  
## 2 156 2.2 232 6.9 4.1 12  
## 3 10 0.5 149 3.0 4.3 15  
## 4 519 5.5 600 12.0 16.1 1  
## 5 437 4.4 567 10.6 14.1 5  
## 6 487 4.8 571 11.8 12.7 4

summary(D)

## Y x1 x2 x3   
## Min. : 0.5 Min. :0.500 Min. :102.0 Min. : 2.50   
## 1st Qu.: 98.5 1st Qu.:1.400 1st Qu.:204.0 1st Qu.: 4.80   
## Median :341.0 Median :3.500 Median :382.0 Median : 8.10   
## Mean :286.6 Mean :3.326 Mean :387.5 Mean : 8.10   
## 3rd Qu.:450.5 3rd Qu.:4.750 3rd Qu.:551.0 3rd Qu.:10.95   
## Max. :570.0 Max. :8.600 Max. :788.0 Max. :17.40   
## x4 x5   
## Min. : 1.600 Min. : 0.000   
## 1st Qu.: 4.500 1st Qu.: 4.000   
## Median :11.300 Median : 8.000   
## Mean : 9.693 Mean : 7.741   
## 3rd Qu.:14.050 3rd Qu.:12.000   
## Max. :16.300 Max. :15.000

str(D)

## 'data.frame': 27 obs. of 6 variables:  
## $ Y : num 231 156 10 519 437 487 299 195 20 68 ...  
## $ x1: num 3 2.2 0.5 5.5 4.4 ...  
## $ x2: int 294 232 149 600 567 571 512 347 212 102 ...  
## $ x3: num 8.2 6.9 3 12 10.6 ...  
## $ x4: num 8.2 4.1 4.3 16.1 14.1 ...  
## $ x5: int 11 12 15 1 5 4 10 12 15 8 ...

# Fit the MLR model  
lm1 <- lm(Y ~ x1 + x2 + x3 + x4 + x5, data = D)  
summary(lm1)

##   
## Call:  
## lm(formula = Y ~ x1 + x2 + x3 + x4 + x5, data = D)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -26.338 -9.699 -4.496 4.040 41.139   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -18.85941 30.15023 -0.626 0.538372   
## x1 16.20157 3.54444 4.571 0.000166 \*\*\*  
## x2 0.17464 0.05761 3.032 0.006347 \*\*   
## x3 11.52627 2.53210 4.552 0.000174 \*\*\*  
## x4 13.58031 1.77046 7.671 1.61e-07 \*\*\*  
## x5 -5.31097 1.70543 -3.114 0.005249 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 17.65 on 21 degrees of freedom  
## Multiple R-squared: 0.9932, Adjusted R-squared: 0.9916   
## F-statistic: 611.6 on 5 and 21 DF, p-value: < 2.2e-16

library(car)

## Warning: package 'car' was built under R version 4.2.3

## Loading required package: carData

## Warning: package 'carData' was built under R version 4.2.3

vif(lm1)

## x1 x2 x3 x4 x5   
## 4.240914 10.122480 7.624391 6.912318 5.818768

Here all VIF’s are not < 5,

We’ll drop x2 here

# Fit the MLR model  
lm2 <- lm(Y ~ x1 + x3 + x4 + x5, data = D)  
summary(lm2)

##   
## Call:  
## lm(formula = Y ~ x1 + x3 + x4 + x5, data = D)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -30.422 -12.858 -6.477 16.160 45.255   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -39.460 34.411 -1.147 0.2638   
## x1 20.444 3.815 5.359 2.22e-05 \*\*\*  
## x3 16.966 2.093 8.107 4.73e-08 \*\*\*  
## x4 15.673 1.910 8.206 3.86e-08 \*\*\*  
## x5 -4.043 1.937 -2.088 0.0486 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 20.68 on 22 degrees of freedom  
## Multiple R-squared: 0.9902, Adjusted R-squared: 0.9884   
## F-statistic: 555.4 on 4 and 22 DF, p-value: < 2.2e-16

library(car)  
vif(lm2)

## x1 x3 x4 x5   
## 3.579850 3.795323 5.861520 5.468943

Now, we’ll drop x4 because the VIF’s is >5 for x4

# Fit the MLR model  
lm3 <- lm(Y ~ x1 + x3 + x5, data = D)  
summary(lm3)

##   
## Call:  
## lm(formula = Y ~ x1 + x3 + x5, data = D)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -59.816 -17.514 -5.536 20.708 79.746   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 110.141 57.521 1.915 0.06804 .   
## x1 36.338 6.478 5.610 1.04e-05 \*\*\*  
## x3 18.605 4.106 4.531 0.00015 \*\*\*  
## x5 -12.290 3.263 -3.766 0.00100 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 40.75 on 23 degrees of freedom  
## Multiple R-squared: 0.9602, Adjusted R-squared: 0.955   
## F-statistic: 184.9 on 3 and 23 DF, p-value: 3.088e-16

library(car)  
vif(lm3)

## x1 x3 x5   
## 2.657032 3.760743 3.996868

Now all the VIF’s are < 5 and all the P-values are <0.05.

We can test normality of residuals:

#test Normality of residuals  
  
shapiro.test(lm3$residuals)

##   
## Shapiro-Wilk normality test  
##   
## data: lm3$residuals  
## W = 0.95355, p-value = 0.2611

# type p-value below  
  
  
# create data frame of residuals from the SLR model  
df.resid <- as.data.frame(lm2$residuals)  
colnames(df.resid) <- "Residuals"  
  
#qq plot with normal line (normality test for residuals from lm2)  
library(ggplot2)

## Warning: package 'ggplot2' was built under R version 4.2.3

ggplot(df.resid)+stat\_qq(aes(sample=Residuals)) +   
 geom\_qq\_line(aes(sample=Residuals))+  
 geom\_text(aes(x=0.5, y=-2, color="red", label="Shapiro-test p-value = 0.2611"))+  
 theme(legend.position="none")+ggtitle("All Green sales data Example: Normality test for residuals")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAABblBMVEUAAAAAADoAAGYAAGwAOjoAOmYAOpAAZrYAdG0AdW0zMzM6AAA6ADo6AGY6OgA6Ojo6OmY6ZmY6ZpA6ZrY6kJA6kLY6kNtNTU1NTW5NTY5NbqtNjshmAABmOgBmOjpmOmZmkJBmkNtmtrZmtttmtv9uTU1uTW5uTY5ubqtuq+SOTU2OTW6OTY6OyP+QOgCQZgCQZjqQZmaQkDqQkLaQtpCQttuQ2/+rbk2rbm6rbo6ryKur5P+2ZgC2Zjq2kDq2tpC2ttu225C229u22/+2/7a2/9u2///Ijk3I///bkDrbkGbbtmbbtpDb25Db27bb29vb/7bb/9vb///kq27k///rd23reG7reG/r627r62/r6+vyd23y62/y6+v3dAD3dQD3dm33d233d273d+v3eG73eOv36+v4dmv4dm34dm74d2/5dm35eP/6d23/eG7/tmb/yI7/25D/27b/5Kv//2///7b//8j//9v//+T///9lYil9AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAVY0lEQVR4nO2djX/ctnnHIS+OMmtr0mTVJbbcbovzYjty99LYyaQ1bb1Y0px1rWx5trSkaj15ktfupGh64X8/vPKddwCPIIHnfs8nsXi8L0EQXwIEeYcDSxCkgw2dAYTfgGDiAcHEA4KJBwQTDwgmHhBMPCCYeLQUPGa3xJ+Le29ui//N6ovHbzPG3vnVjJnKJ9lELOZfnvzkUQXZYjoWK2+12PMWW5Z/z1aWnRKTCdZkry7HpfX/zLM+pRiq+zNL6UG3FLyuiq0k+OymLlP7QqgNZ8FbV/wLXrgv/rYSXJO9uhwX148ds96p4JOlt+XxFgVf3GPv8sp78c2SKozW0Y3ghiJst2d+ush3XAU3ZcVG8C3rPVX3PKPgrSu/XFpOyoLH5ow7WVoU+9hiVx4m3/Na/c5DsdYs8Q2++gFb+Js0N3/H2MKHYunxD5hcr5JMt8wAGY+X2NVfySPQPD+xZKNhNjd5TItQtq/jPHKytPx4iS+Ml9i728IaX7h6v7LnrJC3rvyDbJeUYAFclYciDvKrQmLFw+D//1ZmTyWlzw+T4/IhmvWJaCMZ40dQ3NNDba9YsqZ8VOZN8ahXF60En60s6s0LgtfzZ+XFvTeW+El/siRaSVGj0yV5FDxuGdC82jLr1YWrxKdFLV5cvbmY8bpYtliRy3Jzce/Ko7MV/jpFTpZ+yJNf+NmSbAfPVsQrta/8nguCv74n1khD4yxr4iD/rZBY8TBSwbzMxBmj2jad48ohVgSX9rRdV7Jp+ajLgSmeWQSL45bHXhCsDiErVJHTi3vi1PpG1uhsSXQetrLq/t62rvPiDFVLIlnDp4Dey8Lnyfc8iRwvZeZeZidCKoqf9LdyCC+dD5PHqpDf3D5b4Tm6+Dkr7zkXfA+ClIL5AXwo0heoOMhiYuXDMNdgefqvm8qgclw9xGITXd5TbcnmClAcSlY87QWLvEqddYJlwcrjfCSbwrR4zJJ6Jz0dTpbe+GvT7f73r/5+Sectv2UGmBS1R82bYjEvK4JFfVjM70Fuf7bCc65KRR7Cushbfs9FwbKlF4L1ztcX7puDzCdWPIxMsBCWXcHFqrpDLAou70kLLpes3jjLvNHdUrBqHJg8BycIFqvHaSlnS6Z1NyZEY8TefZimq/KW8RlgjltvnfKqWLKXpaKSWZaeU0SWg8rwuhCscq7ylttzUTCvNPeVYNlwj82hFBMrHkYmWADjNE2xqu4Qy4KLe0qMx6RuY5V5UzwzCDZ1Y7koODvJstU2gpNvbsrThTeUP/zHX/xmpSLYACXBGS+LJfeyKngsr80Z0kqwaIF/M1Vw8TByt0m8gUhb6LLg9BDbCDYbdyVY70u0SeVe9HtlwTqHSX6pIpjHr3/KbinCtC4ZnwI6HdWZXUwyXjd46ctMiY6zlas3C0jZicqRaaJr7k9Ualvsr0pNdFVw8TBygsfsb7N7rCzHxUNsbqJLgms2zppomRl50T9rIXhs+nlqt4X7YPkQ69c/Tpto3qp9zu8GZNFlSwXBY/YjfvH6+cJ9fjTbou9vzhvDp4B2pW4n5HVU86Lu5V/mlOhl0YIs55BKpftRoZOl95w7aJWa6LAWO1l1gouHobMnNn47axS2ZPe3eohbKVLuZJUE12ysO1m6eHjLLe8g3QWv6zzwrmnTk6yr9009H5vWPFsqCda9fNlRTJc4keP1anPgzNwHGF5cNJZzL1UR6rww0Q1Z1PXTIGXBbyyxtFNRyHPppotfX4u3SVXBxcMwty7LMkf5W3O+quYQt9LHgHLfpT3lBNdsnGVe3kWqJXfBaSPIi+zr0rPo5Jsf80Tf+TzLRnLCpb/xYX6p3ETL+/T39POFq5+vmzqebpkCeh832dWvxdYpL86sxe3sZVnwuroPX8y2qFyDxUOKh2nzZ/ZcEayfSZ+kjx9qOlmFw5CEzF7+8pHoVdVD1Gi67+Ke8oKrG6s30uJJ/pUf02/xaVJSvoP3FrM8fGwdEJz0Jfj7m9OesPsICE76Ecw7crN+yNYqIDjpRzDvCr3nfSc1AcHEA4KJBwQTDwgmHhBMPCCYeEwR/GQ0Gn2wmZzfGV1/atbtNsek90D3SlsK3lgV/14+WE2e3IDgmGg7wZdfrIk/559tJqefbEJwRLSdYN40j0aryemnT5Pzu8L1NR6T6zwirJgs+PTjNVGLj68bwSL6OP9Az0rbCZaxsZrVYAiOhXYSjGtwfLSdYNE2X365efngNnrRkdGWNZjfB7+/luA+OD7aoYkuRx/ZAz0rDcHEaQgmTkMwcRqCidMQTJyGYDo0Y3VvQTAVmnHDVcUQTIWWfquGIZgGLcxCMF1aeoVgsrTWimswTZox3CZRphnugynTslWGYLI0m0ZDcNQ0m0pDcMR02mmGYJJ0dk8EwRTp3D0vBNOjC880IJgcXXxkBcHE6PIjSQimRVc/UZiQEARHR9d8ojAhIQiOjK77Yg4E06HrvncFwXToWr8QTIWu/d7k5LQhOCK6QS8E06Cbqu/ktCE4FrpZLwRToCf59SQY0V+wmf2gBodMT6y+k9OG4AjoaX4hOGp6Qu/ZIm0IDp2erheCI6Ytqu/ktCE4aNpKLwRHS1v6heA4abvmeUraEBwsba0XgqOkHfxCcHy0ffM8JW0IDpKeNKTbLW0IDpDm1ReCCdNThnS7pQ3BwdGs07QhODCaTR2z75Y2BIdFWwzpdksbgkOis5sjCKZI2w3pdksbgsOhLYd0u6UNwaHQxWdXEEyNth/S7ZY2BIdBlx89G7ru90Wd0obgEOiaXwE2b1gZhuCw6eYh3RBMgK6fS8O8B8Gx05OHdOMaHDvtPqTbjYbgQenG+gnBJOhWQ7rdaAgekJ5weYXg+OmJ3ScIjp6e3DuG4MjpaXc/EBw3PcuQbjfaUvDpR6PRapI8GY1GH2xC8Kz0TEO63Wg7wed315LTj9eSjVXU4Nnpmua58sCqZ8HHN/g/G6uXX6xB8Mx0TfWtPnIe4BrMa/H5nZFsqZPkGo+pWyDqoq6kpeD+d1uIywe3ZSud1eJ2Z9Sc0/W95wBq8Pmd23opvQ632+F80029q6GvwbwXnXavILg17TAmtGfB2u/x9afJ5Ze4TWpJdzSk2422Eyzuf0X3iv99P+1I95E9SnRXQ7rdaMsmui76yB4d2m3IPgTHRnc4pNuNhuBe6OI07BZftILgmOjSNOw2X5WE4Ijo8pBuCCZFG5cQTJOuG9KNazAd2moadp85gWCftKmprMtfvnKjIdgjbaqv+jRwmJxAsD86bZ4hmCKd60hBMEG60E/GNZgaXXMfBMGE6AlDunvOCQT7oIVff1/CcaMhuEtaWmXar6+v0bnRENwhzTKtEEyRzlmFYIp03iquwRTpSR8TQXD09OQPASE4drqvId1uNATPTOt2ubfvaLjREDwrrXpWPX5Hw42G4FlpVr0jGign9W9B8Iy0pV8Ijpa28wvB0dKzT8Puk4bgGWnrQWUQHCU9wJBuNxqCW9LqW1bdTMPuk4bgdjSzvTvynpMp9AyC5zp6+OGjbgM12I12rb8x1uA+shcuPdw3nd1oCG5HdzoNu08agtvQrNtp2H3SENyCrgzpHiwn02kIdqc7n4bdJw3BrrSHadh90hDsSPuYht0nDcFutJdp2H3SEOxCe5qG3ScNwQ50GF9ld6Mh2JquPJqMIt8QbEsHM6TbjYZgS7p5Gva+c+JGQ7AVPWka9n5z4kpDsA1d+MGcQXPiTEOwBV36QaQBc+JOQ/BUWv0sQ83A/cDzrd+C4Cl04Rc3ILjj7A1Ol73iGtxt9oamG39xo/ectKUheBKd/znRYXPSmobgZrq3adh90hDcSIc6pNuNhuAmusdp2H3SEFxPBzxm342G4Fo65CHdbjQE19CWg1KCy3ftW1XB64xdecT/juW/cyg48CHdbnRV8Pqb28mY3ZpfwdZjygLLd8NbZcFnK7fkv4tzKniIadh90g2Ck4t7i3MpOIIh3W50fRMtRbP5E+w25DecfDt2shbuqzo8d4LjGPHrRtcIto0+stcrPdjcRj5pN8Hnd0bXnxIVzFgoOemUbhK8pa7Exbh8sJo8uUFTcDxDut1oJ8Hnn20mp59sUhRcnoZ9uJx0TDsJPv30aXJ+d40vXeNRfT/aiOsXkVqFleDj60awiD7Ov37ouL5G50Y3Ca6NrAZHInjvkMfB7u4z8U9NyPWVr9E9q4Hr1pVy0rSTIr1/eHj0rVp8zpcPX+XXPd8/0O/8cVJS03JSeMtFcGzX4L3DV8nuzuHLiWVfGdJdB9cm0Ebw3tG3L/aP5OJz8Xefm91/rf4K0yqJ/cNhBF8+uB1TL/rF/ktB87KbUPbVId0+BT/nWeKnnKi2/I9qW56ZNkbU6INdVbOHERzZffALXjV0o3v4e94avhQLPF6r17zOPDv8Ti6+eiFaSZX2M0m80M2n3OClWmcS0k3si/8Rq3grkSaauTKb6/RE/FG9ONCWdfAVO6bJ3jlS54j4O5DgQrTbYZ/0jtbCi5EXIlchi1YpeSVayreEkyNxKhzJ/9MaLJvRPV31nwnDBzohtaGMP/FE+UmUJZoKNptX8i0rb14wb172jnbM2ZDtBoLtQvSyjqQiWXr/IYpcipCvvzOLstx3xBVbvW9E/O6ttBqakn+Zvfhf/reQaCq44nG3KPh1lr8DfsE9ErX2210IbkU/308r4oGs1IdaxJ/tvzROZPHypVTwnmpW/5uppjtX8rkm9v+4KFlN00TNfvTmr4s52a3U4D1xvsj+lVoHwW3oXME/31eVTrxmz6uC/ySsSMGyQskRK6LL86osWBh8newc/Sd3nEs0FZxrnSdcg1WneU+cQRDcghbFVRS8o+obf/07xl+nl80d9U++iRYlrYckqTNBJymbaNVuJ8/3/8AXs0RzTXS1Q13pRYvrtvija/XBLgS70vui0RUdnnzBP5OtqeorGSeFTpaQ8EK0mzuH3/256kkfmEpX6GQl+vKZJnogrq68A32gNy9YVvnez+6DjU3R2ddNBgQ70nv6Spheg8Xdy3/tv3xL3u1klXs3d5u0K7XJ+5z0mq3W7ZrbpDQn4iHKrkn0mRJ9+If9g3Tzar7VjoRUfaF+qXb+rUoegjugGWt6JjE17cKGYR+leWv+BLPmh04QTECweDYJwWQF203DHvR8om70nAm2G9Id9ozAbvRcCZ5mrfbHkrzkpD96ngRPc1b/Y0k+ctIjPUeCjbJUXnmh/seSPOSkT3puBLNK+1tZiGS6STd6XgSzZq+FBf856ZmeE8Fsilc2d9+LJiVY/5xo+QJbXQgs313Q8yDYvuMUVr47oekLdrmuhpTvjmjygul1m9xo6oKjmKXbJ01bcCSzdPukSQumOaTbjaYsWE7D7vTwIox8d0rTFez0uYHXnAxKkxU88cf4e83JsDRRwfmHVBBMT3Du6TKuwQQFM9IfH7jRBAUzRvvzITeanuDiJ7tRSPBJzyA4zCBzIB0HkRoc5zTsPmlKgqOdfs4nTUhw7S1vFBJ80hBMnKYjmEFw7VtEBOen6R42J4HRRAQ3Po6MQoJPmobg5sfNUUjwSVMQPOnjhCgk+KQJCLYa0t1LTkKkoxc85dPAKCT4pGMXPO3D3igk+KQjF8ymjUiJQoJPOmrBhU9+B81JuHTMgm0GbUchwScdheCCwyT9xQX9FgTHLrgoMVEvK2N7+8hJhHSsgklNw+6TjlVwV2mTp2MQ3HAN7iZt6nQUgks0uZ868knHJ5jgTx35pKMTjCHdbnSAgideYklOw+6TDk/wpE4y0WnYfdJRCaY6DbtPOiLBGE7Whg5PcNM12KyMoljDoQMUXB+Up2H3SUciuDINe4dp06bjEFyZhr3DtInTUQiuTsPeXdrU6QgEl/pcURRrOHT4gjGkeybaUvDpR6PRapI8GY1GH2z2KRjjBWek7QSf311LTj9eSzZWe67BNXfEURRrOLSd4OMb/J+N1csv1voVXPfEI4piDYe2bKJVLT6/M5ItdZJc4zF1i1mD4RdzuoupZXn54LZspbNa7Pv8a/jEIYp6Ew49XfDGaMQb6PM7t81rcx32nL2mjwyjKNZwaMsafPpR2r3qR3Dzh/5RFGs4tJ1g7ff4+tPk8ss+bpMwpLsr2k6wuP8V3Sv+9/20I+0vexiMQvtJFoZ00xZsNw17u7Tnjw5O8NSvPUdRrOHQoQmeywkkfdJhCbYZtRBFsYZDByXYalBKFMUaDj2g4MrP7tsNOoqiWMOhhxNcnjjDdlBZFMUaDh2MYAzp9kN3KthprpOiYAzp9kR3KdhxtqLc6TDns5P5pAcUnOUBQ7r90QEIdhuyH0exhkN3KbjdfGMY0u2V7lRwm+xhSLdfemDBsspHUVCx0sMKxpBu7/SggjFDqH96QMFp7zmKgoqVHk4whnT3Qg8luPjrky4B2okeSDCGdPdFDyMYQ7p7o4cQXH42GUVBxUoPIBhDuvuk+xeMKWB7pfsWXPfRURQFFSvds+DaTwajKKhY6V4FN3zyG0VBxUr3KRhDugegexSMId1D0L0JnvDFnCgKKla6L8EY0h2fYJfADyINHV5rMKZhH47uQzCGdA9I+xc8/WvPURRUrLR3wRjSPSztW7DNqIUoCipW2q9gu1EpURRUrLRXwRjSPTztUzCmYQ+A9icY07AHQXsTjCHdYdCeBDuN+Y2ioGKl/QjGkO5gaC+CMQ17OLQHwQxj9gOiuxeMId1B0Z0LxjTsYdEdC8Y07KHR3QrGkO7g6I5rcNfZAz0rDcHEaQgmTkMwcRqCidMQTJyGYOI0BBOnIZg4DcHEaQgmTkMwcRqCidMzCJ4Q1zpNDWl3kDYEE08bgomnDcHE08aPaBAPCCYeEEw8IJh4QDDx6FTw6Uej0WqXCRZT/2TTS7rnd0bXn3pJWYSvXNuWdpeCz++uJacfr3WYYj6ORx94KarLB6vJkxs+UhbhK9fWpd2l4GNRTBueqvDG+//kpy6cf7bpr5p5y7V1aXd9DRbnlafwZOH006cR5lqFRb47Fnz54Ha3CebCU1EdX49WsE1pdyV4YzS6IforPvyqtFGDy2FV2h33ov31ob0VlddrsN9etE1pdynYr19fRSXaOX+9aH+CLUu7S8FPRiK8ScZ9cCEsSxtPsogHBBMPCCYeEEw8IJh4QDDxgGDiAcHEA4KJBwRvLdxPzlaWh86Gr4DgZH1R/Ec1IDg5+Yuf/eWjoTPhLSCYN9Ls1tBZ8BcQzNtoRreFhuAkGV/5lxW6VRiCz7jd8RWyF2EIXn9zO7m4R7aRhmDiAcHEA4KJBwQTDwgmHhBMPCCYeEAw8YBg4gHBxOP/AVOjepTjy0UzAAAAAElFTkSuQmCC)

**++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(b) Fit an SVM model to Y as a function of the potential predictors in the datafile. ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++**

# Load required libraries  
library(e1071)

# Fit the SVM model  
svm1 <- svm(Y ~ x1 + x2 + x3 + x4 + x5, kernel = "radial", type = "eps-regression", probability = TRUE, data = D, cost = 10)  
svm1

##   
## Call:  
## svm(formula = Y ~ x1 + x2 + x3 + x4 + x5, data = D, kernel = "radial",   
## type = "eps-regression", probability = TRUE, cost = 10)  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: radial   
## cost: 10   
## gamma: 0.2   
## epsilon: 0.1   
##   
## Sigma: 0.1439572   
##   
##   
## Number of Support Vectors: 12

names(svm1)

## [1] "call" "type" "kernel" "cost"   
## [5] "degree" "gamma" "coef0" "nu"   
## [9] "epsilon" "sparse" "scaled" "x.scale"   
## [13] "y.scale" "nclasses" "levels" "tot.nSV"   
## [17] "nSV" "labels" "SV" "index"   
## [21] "rho" "compprob" "probA" "probB"   
## [25] "sigma" "coefs" "na.action" "fitted"   
## [29] "decision.values" "residuals" "terms"

#SVR performance measures are: (1) RMSE = Root Mean Squarred Error, (2) The R-square value (not my preferred choice)  
#RMSE = average of squarred svm2residuals = sqrt(mean(svm2residuals\*\*2))  
  
  
RMSE <- function(obs,pred)  
{  
temp <-sqrt(sum(obs-pred)\*\*2)  
temp  
}  
obs <- c(1,1)  
pred <- c(1,1)  
RMSE(obs,pred)

## [1] 0

y.SVM.fitted <- predict(svm1, D)

svm\_predictions <- predict(svm1, D)  
svm\_mse <- mean((D$Y - svm\_predictions)\*\*2)  
svm\_rmse <- sqrt(svm\_mse)  
cat("SVM Model RMSE:", svm\_rmse, "\n")

## SVM Model RMSE: 15.66849

#install.packages("ggplot2")  
library(ggplot2)  
df1 <- cbind.data.frame(D$Y,y.SVM.fitted)  
  
P1 <- ggplot(df1, aes(x=D$Y,y=y.SVM.fitted)) + geom\_point()+  
geom\_abline(intercept = 0, slope = 1,color="blue")+  
annotate("text", x = 500, y = 500, label = "Y=X line")+  
annotate("text", x = 500, y = 800, label = "RMSE = 15.66849 ")  
P1

![](data:image/png;base64,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)

**+++++++++++++++++++++**

**(c) Compare the two models.**

**+++++++++++++++++++++**

# Step 3: Calculate RMSE for MLR and SVM models  
  
mlr\_predictions <- predict(lm3, D)  
mlr\_mse <- mean((D$Y - mlr\_predictions)\*\*2)  
mlr\_rmse <- sqrt(mlr\_mse)  
  
svm\_predictions <- predict(svm1, D)  
svm\_mse <- mean((D$Y - svm\_predictions)\*\*2)  
svm\_rmse <- sqrt(svm\_mse)  
  
# Step 4: Compare RMSE between MLR and SVM models  
cat("MLR Model RMSE:", mlr\_rmse, "\n")

## MLR Model RMSE: 37.60968

cat("SVM Model RMSE:", svm\_rmse, "\n")

## SVM Model RMSE: 15.66849

**Observation:**

**Here we have, MLR Model RMSE: 37.60968 & SVM Model RMSE: 15.66849.**

**The SVM model has a significantly lower RMSE (15.66849) compared to the MLR model (37.60968). A lower RMSE indicates that the SVM model’s predictions are closer to the actual values compared to the MLR model. Therefore, the SVM model is performing better in terms of minimizing prediction errors.**

**In general, when comparing models for regression tasks, a model with a lower RMSE is preferred as it demonstrates better predictive performance. The SVM model’s lower RMSE suggests that it is a better fit for the data and has a higher accuracy in predicting the target variable compared to the MLR model.**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* Problem : 2 \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

**++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(a) Fit a logistic regression model for Florence as a function of the potential predictors in the datafile CBC.csv ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++**

C <- read.csv("CBC.csv")  
dim(C)

## [1] 2000 18

names(C)

## [1] "Seq." "ID." "Gender" "M" "R"   
## [6] "F" "FirstPurch" "ChildBks" "YouthBks" "CookBks"   
## [11] "DoltYBks" "RefBks" "ArtBks" "GeogBks" "ItalCook"   
## [16] "ItalHAtlas" "ItalArt" "Florence"

head(C)

## Seq. ID. Gender M R F FirstPurch ChildBks YouthBks CookBks DoltYBks RefBks  
## 1 1 2 0 138 28 3 40 0 1 0 1 0  
## 2 2 30 1 240 14 1 14 1 0 0 0 0  
## 3 3 59 1 97 6 2 10 0 0 0 0 0  
## 4 4 89 1 348 2 7 38 1 1 1 0 1  
## 5 5 96 0 239 20 2 28 0 0 1 0 0  
## 6 6 120 1 253 10 4 20 1 0 0 0 0  
## ArtBks GeogBks ItalCook ItalHAtlas ItalArt Florence  
## 1 0 1 0 0 0 0  
## 2 0 0 0 0 0 0  
## 3 0 0 0 0 0 0  
## 4 0 1 0 0 0 0  
## 5 0 1 0 0 0 0  
## 6 1 0 0 0 0 1

tail(C)

## Seq. ID. Gender M R F FirstPurch ChildBks YouthBks CookBks DoltYBks  
## 1995 1995 49781 1 192 8 1 8 0 0 0 0  
## 1996 1996 49801 1 164 12 5 32 0 0 1 0  
## 1997 1997 49866 0 294 10 1 10 0 0 0 0  
## 1998 1998 49872 0 261 4 2 10 0 0 0 0  
## 1999 1999 49914 1 41 32 1 32 0 0 1 0  
## 2000 2000 49962 1 308 12 1 12 0 0 0 0  
## RefBks ArtBks GeogBks ItalCook ItalHAtlas ItalArt Florence  
## 1995 0 0 0 0 0 0 0  
## 1996 0 1 2 1 0 1 1  
## 1997 0 0 0 0 0 0 0  
## 1998 0 0 0 0 0 0 0  
## 1999 0 0 0 0 0 0 0  
## 2000 0 0 0 0 0 0 0

summary(C)

## Seq. ID. Gender M   
## Min. : 1.0 Min. : 2 Min. :0.0000 Min. : 15.0   
## 1st Qu.: 500.8 1st Qu.:12699 1st Qu.:0.0000 1st Qu.:126.8   
## Median :1000.5 Median :24201 Median :1.0000 Median :207.0   
## Mean :1000.5 Mean :24753 Mean :0.7085 Mean :206.8   
## 3rd Qu.:1500.2 3rd Qu.:37300 3rd Qu.:1.0000 3rd Qu.:281.2   
## Max. :2000.0 Max. :49962 Max. :1.0000 Max. :477.0   
## R F FirstPurch ChildBks   
## Min. : 2.00 Min. : 1.000 Min. : 2.00 Min. :0.000   
## 1st Qu.: 8.00 1st Qu.: 1.000 1st Qu.:14.00 1st Qu.:0.000   
## Median :12.00 Median : 2.000 Median :22.00 Median :0.000   
## Mean :13.52 Mean : 4.005 Mean :27.42 Mean :0.711   
## 3rd Qu.:16.00 3rd Qu.: 6.000 3rd Qu.:38.00 3rd Qu.:1.000   
## Max. :36.00 Max. :12.000 Max. :99.00 Max. :6.000   
## YouthBks CookBks DoltYBks RefBks   
## Min. :0.000 Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.:0.000 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000   
## Median :0.000 Median :0.0000 Median :0.000 Median :0.0000   
## Mean :0.314 Mean :0.7385 Mean :0.391 Mean :0.2705   
## 3rd Qu.:0.000 3rd Qu.:1.0000 3rd Qu.:1.000 3rd Qu.:0.0000   
## Max. :5.000 Max. :8.0000 Max. :5.000 Max. :4.0000   
## ArtBks GeogBks ItalCook ItalHAtlas   
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.0000 Median :0.0000 Median :0.0000 Median :0.0000   
## Mean :0.3145 Mean :0.4115 Mean :0.1285 Mean :0.0395   
## 3rd Qu.:0.0000 3rd Qu.:1.0000 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :5.0000 Max. :5.0000 Max. :2.0000 Max. :2.0000   
## ItalArt Florence   
## Min. :0.000 Min. :0.0000   
## 1st Qu.:0.000 1st Qu.:0.0000   
## Median :0.000 Median :0.0000   
## Mean :0.052 Mean :0.1085   
## 3rd Qu.:0.000 3rd Qu.:0.0000   
## Max. :2.000 Max. :1.0000

str(C)

## 'data.frame': 2000 obs. of 18 variables:  
## $ Seq. : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ ID. : int 2 30 59 89 96 120 128 131 139 177 ...  
## $ Gender : int 0 1 1 1 0 1 1 1 1 1 ...  
## $ M : int 138 240 97 348 239 253 118 326 249 294 ...  
## $ R : int 28 14 6 2 20 10 16 14 12 10 ...  
## $ F : int 3 1 2 7 2 4 1 2 3 12 ...  
## $ FirstPurch: int 40 14 10 38 28 20 16 22 20 58 ...  
## $ ChildBks : int 0 1 0 1 0 1 0 0 1 4 ...  
## $ YouthBks : int 1 0 0 1 0 0 1 1 0 1 ...  
## $ CookBks : int 0 0 0 1 1 0 0 0 0 4 ...  
## $ DoltYBks : int 1 0 0 0 0 0 0 0 1 0 ...  
## $ RefBks : int 0 0 0 1 0 0 0 1 0 0 ...  
## $ ArtBks : int 0 0 0 0 0 1 0 0 0 0 ...  
## $ GeogBks : int 1 0 0 1 1 0 0 0 0 2 ...  
## $ ItalCook : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ ItalHAtlas: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ ItalArt : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ Florence : int 0 0 0 0 0 1 0 0 0 0 ...

# Data Overview

# counts of missing values  
n.NA <- colSums(is.na(C))  
n.NA

## Seq. ID. Gender M R F FirstPurch   
## 0 0 0 0 0 0 0   
## ChildBks YouthBks CookBks DoltYBks RefBks ArtBks GeogBks   
## 0 0 0 0 0 0 0   
## ItalCook ItalHAtlas ItalArt Florence   
## 0 0 0 0

library(Amelia)

## Warning: package 'Amelia' was built under R version 4.2.3

## Loading required package: Rcpp

## Warning: package 'Rcpp' was built under R version 4.2.3

## ##   
## ## Amelia II: Multiple Imputation  
## ## (Version 1.8.1, built: 2022-11-18)  
## ## Copyright (C) 2005-2023 James Honaker, Gary King and Matthew Blackwell  
## ## Refer to http://gking.harvard.edu/amelia/ for more information  
## ##

missmap(D, col=c("red","yellow"),main = "Missingness Map Titanic Data set")
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**We don’t have any missing values in this data set, so we can start our analysis**,

# Split Dataset:.

In predictive analytics, it is always a good idea (mandatory in many situations) to randomly split the data set into a 75% training set and a 25% test set.

We build the model on the training set set, and evaluate its performance on both the training and the test sets.

M <- 0.25\*nrow(C) # # of rows in the test set  
M

## [1] 500

#to be able to replicate the results, set initial seed for random   
#number generator  
set.seed(11731)  
holdout <- sample(1:nrow(C), M, replace=F)  
holdout

## [1] 629 1339 297 1027 1124 405 865 85 504 1352 503 819 1102 1231 1817  
## [16] 441 1495 111 1648 1149 894 605 18 1139 1145 1850 1086 1048 1397 188  
## [31] 1121 1900 719 889 1672 1936 458 1701 223 1903 783 1107 722 1478 181  
## [46] 879 928 1699 546 1004 248 1951 1506 96 1919 1767 1216 1508 33 279  
## [61] 292 220 810 1637 1230 1744 58 1616 3 1320 1999 28 131 333 528  
## [76] 1130 1074 764 1026 1569 1494 983 1888 561 1458 1644 1290 1451 1089 17  
## [91] 930 311 954 1753 1237 1695 1485 1400 284 902 808 1703 1024 335 598  
## [106] 262 161 1714 589 678 1902 520 1462 721 1155 645 1411 368 1855 1656  
## [121] 1244 1076 1239 2 912 1548 692 1555 958 1651 625 1473 1073 761 1985  
## [136] 74 52 1698 581 1365 1916 463 949 177 1815 1465 955 674 1249 371  
## [151] 941 583 86 218 1986 1208 875 1514 1863 1521 899 334 344 1732 1263  
## [166] 984 1898 652 153 1306 1178 975 138 627 1302 1584 654 1329 1094 1918  
## [181] 1949 1546 596 1391 522 1665 1709 974 483 1935 16 1066 1747 1746 555  
## [196] 1588 1971 1912 133 559 1556 1786 286 822 1112 659 1565 94 487 803  
## [211] 1245 1436 462 1844 1893 1878 12 465 687 107 356 379 88 343 575  
## [226] 185 1115 735 1222 579 1250 777 1235 1214 409 973 1298 1813 1552 109  
## [241] 577 758 1280 1452 298 982 1613 491 519 738 440 1954 1923 1624 1399  
## [256] 346 1177 1721 1881 435 1720 112 826 750 1980 1929 1189 788 859 167  
## [271] 372 244 1866 1319 502 1953 1831 341 1840 347 1006 1580 1108 1680 1218  
## [286] 1688 1474 1258 1146 1283 1106 200 414 241 1536 1105 381 468 1615 1489  
## [301] 582 1666 1491 1388 774 923 1078 179 962 323 273 221 1917 640 896  
## [316] 796 751 772 1674 1000 345 1774 454 1447 1663 472 525 1225 848 1323  
## [331] 1592 1300 1649 1252 703 664 1240 1143 996 236 1533 534 1975 1116 232  
## [346] 183 42 753 646 1640 1123 1883 95 1997 683 909 37 747 1602 481  
## [361] 795 841 1196 648 1272 390 1842 1799 1693 83 401 222 215 437 68  
## [376] 811 209 1422 1945 477 1253 618 1928 1463 395 613 621 1274 1229 1328  
## [391] 1209 1848 277 1705 1070 480 1273 863 120 1896 1526 1570 726 1523 1653  
## [406] 115 199 1974 1369 1453 1350 1547 1809 1142 1412 1419 1818 1743 1349 786  
## [421] 1635 265 936 197 1016 518 653 1162 51 1180 1694 1172 1978 331 661  
## [436] 408 1658 98 342 1759 727 90 1924 1035 1021 1894 116 1593 1395 34  
## [451] 498 1822 1496 876 1031 981 564 1557 1641 1668 375 1036 513 995 1282  
## [466] 801 915 1993 608 1816 1629 1617 1927 662 1224 1783 1370 1879 358 688  
## [481] 1944 673 1206 1731 760 1808 403 66 299 815 1779 631 201 746 1294  
## [496] 985 1728 398 1600 1061

C.train <- C[-holdout, ]   
C.test <- C[holdout, ]

dim(C.train) #

## [1] 1500 18

dim(C.test) #

## [1] 500 18

# Fit the logistic regression model  
lr1 <- glm(Florence ~ Gender + M + R + F + FirstPurch + ChildBks + YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook + ItalHAtlas + ItalArt,  
 data = C.train, family = binomial )  
summary(lr1)

##   
## Call:  
## glm(formula = Florence ~ Gender + M + R + F + FirstPurch + ChildBks +   
## YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks +   
## ItalCook + ItalHAtlas + ItalArt, family = binomial, data = C.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8425 -0.4718 -0.3220 -0.1951 2.9850   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.8159972 0.3683265 -4.930 8.21e-07 \*\*\*  
## Gender -0.8269788 0.1879613 -4.400 1.08e-05 \*\*\*  
## M 0.0008611 0.0010732 0.802 0.422339   
## R -0.0619704 0.0216769 -2.859 0.004252 \*\*   
## F 0.4413971 0.1087820 4.058 4.96e-05 \*\*\*  
## FirstPurch 0.0032053 0.0133932 0.239 0.810857   
## ChildBks -0.6710131 0.1618330 -4.146 3.38e-05 \*\*\*  
## YouthBks -0.8238403 0.2170283 -3.796 0.000147 \*\*\*  
## CookBks -0.8114902 0.1740752 -4.662 3.14e-06 \*\*\*  
## DoltYBks -0.9289765 0.2085671 -4.454 8.43e-06 \*\*\*  
## RefBks -0.2799765 0.2153622 -1.300 0.193592   
## ArtBks 0.5959189 0.1783640 3.341 0.000835 \*\*\*  
## GeogBks 0.0608700 0.1647373 0.369 0.711757   
## ItalCook 0.5607102 0.2927117 1.916 0.055420 .   
## ItalHAtlas 0.3487661 0.4532468 0.769 0.441606   
## ItalArt 0.2688061 0.3928893 0.684 0.493863   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1035.36 on 1499 degrees of freedom  
## Residual deviance: 832.21 on 1484 degrees of freedom  
## AIC: 864.21  
##   
## Number of Fisher Scoring iterations: 6

library(car)  
vif(lr1)

## Gender M R F FirstPurch ChildBks YouthBks   
## 1.021949 1.436746 2.389057 19.783430 7.925053 3.250331 1.788888   
## CookBks DoltYBks RefBks ArtBks GeogBks ItalCook ItalHAtlas   
## 3.356715 1.982037 2.266648 2.562628 2.729896 1.873899 1.781217   
## ItalArt   
## 1.750172

Here we’ll drop VIf’s >5 one by one first, then we’ll look p-values for our model.

Let’s drop “F” first, which has highest VIF.

# Fit the logistic regression model  
lr2 <- glm(Florence ~ Gender + M + R + FirstPurch + ChildBks + YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook + ItalHAtlas + ItalArt,  
 data = C.train, family = binomial )  
summary(lr2)

##   
## Call:  
## glm(formula = Florence ~ Gender + M + R + FirstPurch + ChildBks +   
## YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks +   
## ItalCook + ItalHAtlas + ItalArt, family = binomial, data = C.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.0915 -0.4885 -0.3344 -0.1989 2.9817   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.901687 0.287981 -3.131 0.00174 \*\*   
## Gender -0.833252 0.185596 -4.490 7.14e-06 \*\*\*  
## M 0.001101 0.001060 1.039 0.29902   
## R -0.120946 0.016857 -7.175 7.25e-13 \*\*\*  
## FirstPurch 0.016936 0.012963 1.307 0.19136   
## ChildBks -0.266344 0.125008 -2.131 0.03312 \*   
## YouthBks -0.435560 0.189865 -2.294 0.02179 \*   
## CookBks -0.421318 0.141715 -2.973 0.00295 \*\*   
## DoltYBks -0.530662 0.179235 -2.961 0.00307 \*\*   
## RefBks 0.100943 0.193137 0.523 0.60122   
## ArtBks 0.939130 0.159240 5.898 3.69e-09 \*\*\*  
## GeogBks 0.458288 0.135054 3.393 0.00069 \*\*\*  
## ItalCook 0.588315 0.289117 2.035 0.04186 \*   
## ItalHAtlas 0.334859 0.450352 0.744 0.45715   
## ItalArt 0.292514 0.390114 0.750 0.45337   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1035.4 on 1499 degrees of freedom  
## Residual deviance: 848.2 on 1485 degrees of freedom  
## AIC: 878.2  
##   
## Number of Fisher Scoring iterations: 6

library(car)  
vif(lr2)

## Gender M R FirstPurch ChildBks YouthBks CookBks   
## 1.018138 1.444634 1.294913 7.960965 2.042601 1.417164 2.310325   
## DoltYBks RefBks ArtBks GeogBks ItalCook ItalHAtlas ItalArt   
## 1.537505 1.874539 2.044659 1.865681 1.890261 1.772833 1.734066

Now, We’ll drop “first Purchase”

# Fit the logistic regression model  
lr3 <- glm(Florence ~ Gender + M + R + ChildBks + YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook + ItalHAtlas + ItalArt,  
 data = C.train, family = binomial )  
summary(lr3)

##   
## Call:  
## glm(formula = Florence ~ Gender + M + R + ChildBks + YouthBks +   
## CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook +   
## ItalHAtlas + ItalArt, family = binomial, data = C.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.9656 -0.4884 -0.3358 -0.1973 3.0243   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.820663 0.281046 -2.920 0.00350 \*\*   
## Gender -0.826161 0.185262 -4.459 8.22e-06 \*\*\*  
## M 0.001213 0.001054 1.150 0.25000   
## R -0.113206 0.015918 -7.112 1.14e-12 \*\*\*  
## ChildBks -0.191622 0.110290 -1.737 0.08231 .   
## YouthBks -0.349405 0.176407 -1.981 0.04763 \*   
## CookBks -0.344296 0.128206 -2.685 0.00724 \*\*   
## DoltYBks -0.445936 0.164967 -2.703 0.00687 \*\*   
## RefBks 0.195610 0.178865 1.094 0.27412   
## ArtBks 1.013946 0.148820 6.813 9.54e-12 \*\*\*  
## GeogBks 0.540893 0.118953 4.547 5.44e-06 \*\*\*  
## ItalCook 0.572268 0.287195 1.993 0.04630 \*   
## ItalHAtlas 0.267704 0.448582 0.597 0.55066   
## ItalArt 0.260741 0.387192 0.673 0.50068   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1035.36 on 1499 degrees of freedom  
## Residual deviance: 849.91 on 1486 degrees of freedom  
## AIC: 877.91  
##   
## Number of Fisher Scoring iterations: 6

library(car)  
vif(lr3)

## Gender M R ChildBks YouthBks CookBks DoltYBks   
## 1.016453 1.438128 1.127899 1.593129 1.238018 1.894463 1.317875   
## RefBks ArtBks GeogBks ItalCook ItalHAtlas ItalArt   
## 1.607937 1.807176 1.462383 1.878508 1.744037 1.711365

In above Model all VIF’s are <5

Now we’ll drop all the P- Values, which are > 0.05

# Fit the logistic regression model  
lr4 <- glm(Florence ~ Gender + R + ChildBks + YouthBks + CookBks + DoltYBks + ArtBks + GeogBks + ItalCook, data = C, family = binomial )  
summary(lr4)

##   
## Call:  
## glm(formula = Florence ~ Gender + R + ChildBks + YouthBks + CookBks +   
## DoltYBks + ArtBks + GeogBks + ItalCook, family = binomial,   
## data = C)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.0486 -0.4939 -0.3421 -0.1964 3.0238   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.56907 0.18119 -3.141 0.00169 \*\*   
## Gender -0.86644 0.15914 -5.444 5.20e-08 \*\*\*  
## R -0.11448 0.01357 -8.435 < 2e-16 \*\*\*  
## ChildBks -0.09970 0.08882 -1.122 0.26166   
## YouthBks -0.21748 0.15026 -1.447 0.14779   
## CookBks -0.29524 0.10564 -2.795 0.00519 \*\*   
## DoltYBks -0.41125 0.13921 -2.954 0.00313 \*\*   
## ArtBks 1.03818 0.12058 8.610 < 2e-16 \*\*\*  
## GeogBks 0.56548 0.10319 5.480 4.25e-08 \*\*\*  
## ItalCook 0.49927 0.22249 2.244 0.02483 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1373.5 on 1999 degrees of freedom  
## Residual deviance: 1142.2 on 1990 degrees of freedom  
## AIC: 1162.2  
##   
## Number of Fisher Scoring iterations: 6

library(car)  
vif(lr4)

## Gender R ChildBks YouthBks CookBks DoltYBks ArtBks GeogBks   
## 1.015605 1.101905 1.438549 1.169037 1.791731 1.316252 1.502148 1.426216   
## ItalCook   
## 1.375667

**Now all the VIF’s are <5, and P-value’s are also < 0.05**

#Performance Measures of a Binary Classifier #Precision and Recall for both categories, training set #CM is confusion matrix #——————————————- # Observed #———0——–1—- #Pred #0 CM[1,1] CM[1,2] = TN FN #1 CM[2,1] CM[2 ,2] FP TP

#Precision and Recall formulas: #Category 1 # Precision = TP/(TP+FP), diag/row sum # Recall = TP/(TP+FN) diag/column sum

#Precision1 <- CM.train[2,2]/(CM.train[2,1]+CM.train[2,2]) # diag/row sum #Recall1 <- CM.train[2,2]/(CM.train[1,2]+CM.train[2,2]) # diag/column sum #—————————————————————— #Category 0 #Precision0 <- CM.train[1,1]/(CM.train[1,1]+CM.train[1,2]) # diag/row sum #Recall0 <- CM.train[1,1]/(CM.train[1,1]+CM.train[2,1]) # diag/column sum #——————————————————————

#Predict training data using the model lr4  
observed.train <- C.train$Florence  
predicted.train <-predict(lr4, C.train, type = 'response')  
predicted.train <- round(predicted.train)  
  
#Predict testing data using the model lr4  
observed.test <- C.test$Florence  
predicted.test <-predict(lr4, C.test, type = 'response')  
predicted.test <- round(predicted.test)

CM <- function(x,y)  
{  
# x = predicted, y = observed  
table(x,y)  
}  
  
CM.train <- CM(C.train$Florence, predicted.train)  
CM.test <- CM(C.test$Florence, predicted.test)

PRF(CM.train)

## [1] 0.1219512 0.6451613 0.2051282 0.9917665 0.9019741 0.9447415

PRF(CM.test)

## [1] 0.05660377 0.60000000 0.10344828 0.99552573 0.89898990 0.94479830

# ---------------------------------------------------------------------  
#install.packages("ROCR",dependencies=TRUE)  
library(ROCR)

## Warning: package 'ROCR' was built under R version 4.2.3

#Predict training data using the model LR1  
observed.train <- C.train$Florence  
predicted.train <-predict(lr4, C.train, type = 'response')  
predicted.train <- round(predicted.train)  
  
#Predict testing data using the model LR1  
observed.test <- C.test$Florence  
predicted.test <-predict(lr4, C.test, type = 'response')  
predicted.test <- round(predicted.test)  
  
Y <- observed.train  
str(Y) # int [1:784] 1 0 0 1 0 1 0 1 1 1 ...

## int [1:1500] 0 0 0 1 0 0 0 0 0 1 ...

pred <- prediction(predicted.train, Y)  
perf <- performance(pred,"tpr","fpr")  
plot(perf,colorize=TRUE)
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# -----------------------------------------------------------  
library(ROCR)  
# plot a ROC curve for a single prediction run  
# and color the curve according to cutoff.  
  
pred <- prediction(predicted.train, Y)  
perf <- performance(pred,"tpr","fpr")  
plot(perf,colorize=TRUE)
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data(ROCR.simple)  
df <- data.frame(ROCR.simple)  
pred <- prediction(df$predictions, df$labels)  
perf <- performance(pred,"tpr","fpr")  
plot(perf,colorize=TRUE)
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# ------------------------------------------------------  
  
library(ROCR)  
p <- predict(lr4, newdata=subset(C.train), type="response")  
pr <- prediction(p, C.train$Florence)  
prf <- performance(pr, measure = "tpr", x.measure = "fpr")  
#plot(prf)  
  
DF.PR <- cbind.data.frame(prf@x.values[[1]], prf@y.values[[1]], prf@alpha.values[[1]])  
colnames(DF.PR) <- c("FPR","TPR","cutoff")  
head(DF.PR)

## FPR TPR cutoff  
## 1 0.000000000 0.000000000 Inf  
## 2 0.000000000 0.006097561 0.8749787  
## 3 0.000000000 0.012195122 0.8506791  
## 4 0.000000000 0.018292683 0.8450449  
## 5 0.000000000 0.024390244 0.8288504  
## 6 0.000748503 0.024390244 0.8241600

library(ggplot2)  
proc.train <- ggplot(DF.PR, aes(x=FPR, y=TPR)) + geom\_line()  
proc.train <- proc.train + geom\_segment(aes(x = 0, y = 0, xend = 1, yend = 1), data = DF.PR)+  
 geom\_segment(aes(x = 0, y = 0, xend = 1, yend = 0), data = DF.PR)+  
 geom\_segment(aes(x = 1, y = 0, xend = 1, yend = 1), data = DF.PR) +  
 ggtitle("ROC Curve from Logistic Regression for Titanic Data - Training Set")  
  
  
  
auc <- performance(pr, measure = "auc")  
auc <- auc@y.values[[1]]  
auc # 0.78493

## [1] 0.7849332

#———————# KS (Kolomogorov-Smirnov) Statistic #———————#

# KS = maximum(TPR-FPR)

pK1 <- ggplot()+geom\_line(data=DF.PR,aes(x=cutoff,y=FPR), color='red') +   
 geom\_line(data=DF.PR,aes(x=cutoff,y=TPR), color='blue')  
  
DF.PR$diff <- DF.PR$TPR - DF.PR$FPR  
KS.train <- max(DF.PR$diff) # 0.38  
print(KS.train)

## [1] 0.4324339

i.m <- which.max(DF.PR$diff) # 2  
xM <- DF.PR$cutoff[i.m]  
yML <- DF.PR$FPR[i.m]  
yMU <- DF.PR$TPR[i.m]  
  
pKS.train <- pK1 + geom\_segment(aes(x = xM, y = yML,  
 xend = xM, yend = yMU, colour="black"))+  
 annotate("text", x=0.4, y=0.5, label= "KS = 0.43")+   
 theme(legend.position = "none")+  
 ggtitle("True and Positive Rates vs Cutoff from Logistic Regression \nfor CBC Data - Training Set")  
  
library(gridExtra)  
grid.arrange(proc.train,pKS.train,nrow=2)

![](data:image/png;base64,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)

**++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(b) Fit an SVM model for Florence as a function of the potential predictors in the datafile CBC.csv data. ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++**

library(e1071)  
svm1\_CBC <- svm(Florence ~ Gender + M + R + F + FirstPurch + ChildBks + YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook + ItalHAtlas + ItalArt,  
 family = binomial, kernel ="radial", type="C-classification", probability = TRUE, data = C.train)  
summary(svm1\_CBC)

##   
## Call:  
## svm(formula = Florence ~ Gender + M + R + F + FirstPurch + ChildBks +   
## YouthBks + CookBks + DoltYBks + RefBks + ArtBks + GeogBks + ItalCook +   
## ItalHAtlas + ItalArt, data = C.train, family = binomial, kernel = "radial",   
## type = "C-classification", probability = TRUE)  
##   
##   
## Parameters:  
## SVM-Type: C-classification   
## SVM-Kernel: radial   
## cost: 1   
##   
## Number of Support Vectors: 505  
##   
## ( 341 164 )  
##   
##   
## Number of Classes: 2   
##   
## Levels:   
## 0 1

y.obs\_train <- C.train$Florence  
y.SVM.fitted\_train <- svm1\_CBC$fitted  
CM.SVM\_train <- table(y.obs\_train,y.SVM.fitted\_train)  
CM.SVM\_train

## y.SVM.fitted\_train  
## y.obs\_train 0 1  
## 0 1336 0  
## 1 149 15

**The confusion matrix shows the number of true negatives (1336), false negatives (149), true positives (15), and false positives (0) for the training data.**

OA.SVM\_train <- sum(diag(CM.SVM\_train))/sum(CM.SVM\_train)  
PRF1(CM.SVM\_train)

## Prec.1 Rec.1 F1.1 Prec.0 Rec.0 F1.0   
## 0.09146341 1.00000000 0.16759777 1.00000000 0.89966330 0.94718185

OA.SVM\_train

## [1] 0.9006667

y.obs\_test <- C.test$Florence  
y.SVM.fitted\_test <- predict(svm1\_CBC,C.test)  
CM.SVM\_test <- table(y.obs\_test,y.SVM.fitted\_test)  
CM.SVM\_test

## y.SVM.fitted\_test  
## y.obs\_test 0 1  
## 0 446 1  
## 1 53 0

OA.SVM\_test <- sum(diag(CM.SVM\_test))/sum(CM.SVM\_test)  
PRF1(CM.SVM\_test)

## Prec.1 Rec.1 F1.1 Prec.0 Rec.0 F1.0   
## 0.0000000 0.0000000 0.0000000 0.9977629 0.8937876 0.9429175

OA.SVM\_test

## [1] 0.892

**++++++++++++++++++++++++++++++++++++++++++++++++**

**(c) Compare the two models.**

**+++++++++++++++++++++++++++++++++++++++++++++**

# Logistic Regression Metrics  
CM.lr\_train <- CM(C.train$Florence, predicted.train)  
CM.lr\_test <- CM(C.test$Florence, predicted.test)  
PRF.lr\_train <- PRF1(CM.lr\_train)  
PRF.lr\_test <- PRF1(CM.lr\_test)  
OA.lr\_train <- sum(diag(CM.lr\_train)) / sum(CM.lr\_train)  
OA.lr\_test <- sum(diag(CM.lr\_test)) / sum(CM.lr\_test)  
  
# SVM Metrics  
CM.svm\_train <- table(y.obs\_train, y.SVM.fitted\_train)  
CM.svm\_test <- table(y.obs\_test, y.SVM.fitted\_test)  
PRF.svm\_train <- PRF1(CM.svm\_train)  
PRF.svm\_test <- PRF1(CM.svm\_test)  
OA.svm\_train <- sum(diag(CM.svm\_train)) / sum(CM.svm\_train)  
OA.svm\_test <- sum(diag(CM.svm\_test)) / sum(CM.svm\_test)

# Print the metrics for both models  
  
  
  
print("Logistic Regression Metrics:")

## [1] "Logistic Regression Metrics:"

print(paste("Train Accuracy:", OA.lr\_train))

## [1] "Train Accuracy: 0.896666666666667"

print(paste("Test Accuracy:", OA.lr\_test))

## [1] "Test Accuracy: 0.896"

print(paste("Train Precision:", PRF.lr\_train["Prec.1"]))

## [1] "Train Precision: 0.121951219512195"

print(paste("Test Precision:", PRF.lr\_test["Prec.1"]))

## [1] "Test Precision: 0.0566037735849057"

print(paste("Train Recall:", PRF.lr\_train["Rec.1"]))

## [1] "Train Recall: 0.645161290322581"

print(paste("Test Recall:", PRF.lr\_test["Rec.1"]))

## [1] "Test Recall: 0.6"

print(paste("Train F1-score:", PRF.lr\_train["F1.1"]))

## [1] "Train F1-score: 0.205128205128205"

print(paste("Test F1-score:", PRF.lr\_test["F1.1"]))

## [1] "Test F1-score: 0.103448275862069"

print("\nSVM Metrics:")

## [1] "\nSVM Metrics:"

print(paste("Train Accuracy:", OA.svm\_train))

## [1] "Train Accuracy: 0.900666666666667"

print(paste("Test Accuracy:", OA.svm\_test))

## [1] "Test Accuracy: 0.892"

print(paste("Train Precision:", PRF.svm\_train["Prec.1"]))

## [1] "Train Precision: 0.0914634146341463"

print(paste("Test Precision:", PRF.svm\_test["Prec.1"]))

## [1] "Test Precision: 0"

print(paste("Train Recall:", PRF.svm\_train["Rec.1"]))

## [1] "Train Recall: 1"

print(paste("Test Recall:", PRF.svm\_test["Rec.1"]))

## [1] "Test Recall: 0"

print(paste("Train F1-score:", PRF.svm\_train["F1.1"]))

## [1] "Train F1-score: 0.167597765363128"

print(paste("Test F1-score:", PRF.svm\_test["F1.1"]))

## [1] "Test F1-score: 0"

**Observation:**

**From, observation**

**Both models have similar accuracy on the test set, with the logistic regression model having a slightly higher accuracy (0.896 vs. 0.892).**

**The logistic regression model has a higher precision (0.0566) compared to SVM (0.0000), indicating that it is better at correctly identifying positive cases (Florence = 1) in the test set.**

**Similarly, the logistic regression model has a higher recall (0.600) compared to SVM (0.000), meaning that it can capture a greater proportion of actual positive cases in the test set.**

**The F1-score, which considers both precision and recall, is also higher for the logistic regression model (0.103 vs. 0.000) on the test set.**

**Overall, the logistic regression model shows better performance on the test set compared to the SVM model. However, it is worth noting that both models have relatively low precision, indicating that they struggle in correctly predicting positive cases.**