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**Athlete profiling based on similar characteristics**

**Problem Statement:**  
We have a multi-modal dataset of division I basketball players. This includes their sleep pattern, training details, cardiac rhythm pattern, emotional-mental state information, game score, weekly readiness scores and jump-data (RSImod). You need to apply machine learning algorithms over the comprehensive dataset to group the athletes into clusters (based on similar characteristics). The expected outcome is XAI explained characteristics of each group - most significant feature values and their impact on their weekly readiness score (RSImod).
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**Weekly Report**

Our group started off with reviewing the existing research papers available and shared with us. The core focus of the research papers was to predict the readiness of players at individual, team and conference levels by employing robust measures to quantify the players’ performances. Therefore, our primary task during this time was to understand and explore various methods deployed in the papers like the XG Classifier and random forest for parameter optimizations on features, and algorithms like MICE for data imputation.

Further, we explored the data for our project and planned techniques to derive an approach for our problem definition. We deliberated on various clustering algorithms for our problem definition like K-Mode Clustering, Mean Shift and Gaussian Mixture Models. We decided to use Gaussian Mixture Models considering our dataset.

Our next goal is to develop a model and test it on the dataset, however we are yet to choose a method to clean and organize our data.