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#Part 2- f,g,h questions

# install.packages("readxl")  
# install.packages("DataExplorer")  
# install.packages("rpart")  
# install.packages("C50")  
# install.packages("caret")  
  
  
  
library(readxl)  
library(DataExplorer)  
library(rpart)  
library(C50)  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

#Here i am using this packages to read the files of given dataset and   
#to build the decision tree model so that i can plot the roc plot by using the predicted values and actual values of the models  
#readxl for reading excel sheet,DataExplorer to see the missing values of data,rpart for building decision tree,caret for confusion matrix for decision tree and boosting algorithm  
#and c50 for boosting algorithm(this is giving good acuracy among all the other)

#Reading the scoring\_Data of Credit\_Risk6\_final.xlsx file by using read\_excel() function and it is assigned to Credit\_Risk6\_final1  
  
Credit\_Risk6\_final1 <- read\_excel("F:/Ds Assignment/Credit\_Risk6\_final.xlsx",sheet = "Scoring\_Data")  
  
#Generating the dataframe for Credit\_Risk6\_final1 using as.data.frame() function and that dataframe is named as Credit\_Scoring\_Data   
Credit\_Scoring\_Data<- as.data.frame(Credit\_Risk6\_final1)  
  
#Reading the Training\_Data of Credit\_Risk6\_final.xlsx file by using read\_excel() function and it is assigned to Credit\_Risk6\_final2  
Credit\_Risk6\_final2 <- read\_excel("F:/Ds Assignment/Credit\_Risk6\_final.xlsx", sheet = "Training\_Data")  
  
#Generating the dataframe for Credit\_Risk6\_final2 using as.data.frame() function and that dataframe is named as Credit\_Training\_Data  
Credit\_Training\_Data<- as.data.frame(Credit\_Risk6\_final2)  
  
#plot\_missing() function shows the percentage of missing values of each column present in the dataset  
plot\_missing(Credit\_Training\_Data)
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#Filling the NA values  
  
#The missing data is a categorical data so i am replacing the missing values with the mode   
  
dim(Credit\_Training\_Data) #dim() will give the number of rows and columns in the dataset

## [1] 780 14

#plot\_missing() function shows the percentage of missing values of each column present in the dataset  
plot\_missing(Credit\_Training\_Data)
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#from plot\_missing() we know that we have missing values in three columns they are Housing,Personal status and Employment.  
  
table(is.na(Credit\_Training\_Data$Housing))#checking how many misssig values are there in the column

##   
## FALSE TRUE   
## 775 5

sort(table(Credit\_Training\_Data$Housing))#sorting the column in order to get the total number of observation for each domain in the column in ascending order

##   
## Other Rent Own   
## 94 157 524

names(table(Credit\_Training\_Data$Housing))[table(Credit\_Training\_Data$Housing)==max(table(Credit\_Training\_Data$Housing))]#now taking the domain which is having the high value

## [1] "Own"

Credit\_Training\_Data$Housing[is.na(Credit\_Training\_Data$Housing)] <- "Own"#Now assigining the highest value to the missing rows in the column  
table(is.na(Credit\_Training\_Data$Housing))#checking whether all the missing values are replace by running this line again

##   
## FALSE   
## 780

table(is.na(Credit\_Training\_Data$Employment))#checking how many misssig values are there in the column

##   
## FALSE TRUE   
## 747 33

sort(table(Credit\_Training\_Data$Employment))#sorting the column in order to get the total number of observation for each domain in the column in ascending order

##   
## Retired Unemployed Very Short Medium Long Short   
## 2 43 134 140 186 242

names(table(Credit\_Training\_Data$Employment))[table(Credit\_Training\_Data$Employment)==max(table(Credit\_Training\_Data$Employment))] #now taking the domain which is having the high value

## [1] "Short"

Credit\_Training\_Data$Employment[is.na(Credit\_Training\_Data$Employment)] <- "Short"#Now assigining the highest value to the missing rows in the column  
table(is.na(Credit\_Training\_Data$Employment))#checking whether all the missing values are replace by running this line again

##   
## FALSE   
## 780

table(is.na(Credit\_Training\_Data$`Personal Status`))#checking how many misssig values are there in the column

##   
## FALSE TRUE   
## 774 6

sort(table(Credit\_Training\_Data$`Personal Status`))#sorting the column in order to get the total number of observation for each domain in the column in ascending order

##   
## Married Divorced Single   
## 70 273 431

names(table(Credit\_Training\_Data$`Personal Status`))[table(Credit\_Training\_Data$`Personal Status`)==max(table(Credit\_Training\_Data$`Personal Status`))]#now taking the domain which is having the high value

## [1] "Single"

Credit\_Training\_Data$`Personal Status`[is.na(Credit\_Training\_Data$`Personal Status`)] <- "Single"#Now assigining the highest value to the missing rows in the column  
table(is.na(Credit\_Training\_Data$`Personal Status`))#checking whether all the missing values are replace by running this line again

##   
## FALSE   
## 780

#All the missing data is imputated with mode check again whether any missimg data is present in the datase by using plot\_missing()  
plot\_missing(Credit\_Training\_Data)

![](data:image/png;base64,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)

### QUESTION(f)

Develop a InfoGain algorithm that works on this dataset to calculate the variable for the first split. You may use the code developed in the labs as a starting point but make sure to annotate your code with comments explaining what it is doing. Note you can only used base R commands here no other packages are allowed. Comment on your results.

#creating one function i.e tabfun which contains the proprtion table with all the columns in the Credit\_Training\_Data along with laplace smoothing(which allows unrepresented value to show up) with margin=1  
  
tabfun <- function(x) {prop.table(table(Credit\_Training\_Data[,x],Credit\_Training\_Data[,14]) + 1e-6, margin = 1)}   
  
# The formula for entropy is. -1 \*probability of a false \* log2( of this probability)  
  
# Now we need rowSums of this, i.e   
  
rowSums(-tabfun(5)\*log2(tabfun(5)))#checking the function by passing one column value and finding rowsums

## High Low MedHigh MedLow No Acct   
## 0.8935711 0.9866165 0.9755260 0.8960382 0.9719015

# Now bring it altogether with one formula and writing one function to find entropy i.e entopy\_tab  
  
entopy\_tab <- function(x) { tabfun <- prop.table(table(Credit\_Training\_Data[,x],Credit\_Training\_Data[,14])+ 1e-6, margin = 1)  
sum(prop.table(table(Credit\_Training\_Data[,x]))\*rowSums(-tabfun(x)\*log2(tabfun(x))))}  
  
#Here I am writiong one for loop for finding the entopy value for the columns 2 to 13  
for (i in 2:13){  
 print(colnames(Credit\_Training\_Data[i]))#printing the each column name of credit\_Training\_Data  
 entropy = entopy\_tab(i)#finding the entropy for each column by calling enrtopy\_tab function and storing the result in the variable entropy  
 print (entropy)#printing the value of entopy  
}

## [1] "Checking Acct"  
## [1] 0.950357  
## [1] "Credit History"  
## [1] 0.7179562  
## [1] "Loan Reason"  
## [1] 0.9596747  
## [1] "Savings Acct"  
## [1] 0.9708688  
## [1] "Employment"  
## [1] 0.9283017  
## [1] "Personal Status"  
## [1] 0.9693748  
## [1] "Housing"  
## [1] 0.9674949  
## [1] "Job Type"  
## [1] 0.9648772  
## [1] "Foreign National"  
## [1] 0.9758157  
## [1] "Months since Checking Acct opened"  
## [1] 0.9129813  
## [1] "Residence Time (In current district)"  
## [1] 0.9681393  
## [1] "Age"  
## [1] 0.8670898

Creditstanding\_prop\_table <- prop.table(table(Credit\_Training\_Data$`Credit Standing`))#making proportion table for credit standing in Crexdit\_Training\_Data and storing in Creditstanding\_prop\_table  
Creditstanding\_prop\_table#printing the Creditstanding\_prop\_table value

##   
## Bad Good   
## 0.4089744 0.5910256

entopy\_total <-sum(-Creditstanding\_prop\_table\*log2(Creditstanding\_prop\_table))#finding the entopy value Creditstanding\_prop\_table,considering it as total entopy and storing in the variable entopy\_total  
entopy\_total

## [1] 0.9759588

infogain.list<-NULL#initializing one empty list i.e infogain.list  
  
#Now writing one function to find infogain i.e infogain()  
infogain<-function(x)  
{  
 gain=entopy\_total-entopy\_tab(x)#finding the infogain and storing it in variable gain  
 return(gain)#returning the infogain value i.e gain   
}  
#Here I am writing one for loop for finding the infogain value for the columns 2 to 13  
  
for (i in 2:13){  
 print(i)#printing the value of i  
 info = infogain(i)#finding the infogain for each column by calling the function infogain() and storing the result in the variable info  
 print (info)#printig the result of info  
 infogain.list<-c(infogain.list,info)#assigining a vector which contains infogain.list,info to infogain.list   
 print(colnames(Credit\_Training\_Data[i]))#printing the each column name of credit\_Training\_Data  
  
}

## [1] 2  
## [1] 0.02560174  
## [1] "Checking Acct"  
## [1] 3  
## [1] 0.2580026  
## [1] "Credit History"  
## [1] 4  
## [1] 0.01628411  
## [1] "Loan Reason"  
## [1] 5  
## [1] 0.005090016  
## [1] "Savings Acct"  
## [1] 6  
## [1] 0.04765704  
## [1] "Employment"  
## [1] 7  
## [1] 0.006583928  
## [1] "Personal Status"  
## [1] 8  
## [1] 0.008463851  
## [1] "Housing"  
## [1] 9  
## [1] 0.01108154  
## [1] "Job Type"  
## [1] 10  
## [1] 0.0001430321  
## [1] "Foreign National"  
## [1] 11  
## [1] 0.06297746  
## [1] "Months since Checking Acct opened"  
## [1] 12  
## [1] 0.007819437  
## [1] "Residence Time (In current district)"  
## [1] 13  
## [1] 0.108869  
## [1] "Age"

infogain.list#displaying the values in the infogaion.list

## [1] 0.0256017377 0.2580026235 0.0162841145 0.0050900156 0.0476570427  
## [6] 0.0065839275 0.0084638512 0.0110815377 0.0001430321 0.0629774639  
## [11] 0.0078194368 0.1088689952

mainindex<-which.max(infogain.list)#getting the maximin index from the infogain.list and storing it in the variable mainindex  
mainindex#printing the mainindex

## [1] 2

print(colnames(Credit\_Training\_Data[mainindex+1]))#now printing the column name of the mainindex

## [1] "Credit History"

#the column Credit History is the first split

The information gain is calculated by using the formula total entropy minus entropy where entropy formula is as follows -1 *probability of a false*  log2( of this probability).

1. Initally I Created one function called tabfun which contains the proportion table with all the columns in the Credit\_Training\_Data along with Laplace smoothing(which allows unrepresented value to show up) with margin=1.
2. The formula of entropy is -1 *probability of a false*  log2( of this probability). Now I zam taking row sums by using the entropy formula.
3. Now bringing step1 and step2 together I am writing one function to find entropy i.e entopy\_tab
4. I implemented one for loop for finding entropy value for columns to 2 to 13 ,here I am not finding the entropy for first column i.e ID which is a column with unique values and It does not have much impact while creating the decision tree and I am ignoring the fourteenth column i.e credit standing which is a label variable .
5. Now finding the total entropy by using the label variable i.e credit standing column
6. I am initializing an empty list i.e infogain.list
7. I am writing one function to find information gain that is called as info gain() In that function, I am finding total entropy minus entropy to get the info gain
8. I implemented one for loop for finding info gain value for columns 2 to 13,here I am finding each column info gain and assigning that value to info variable. Later I assigned a vector that contains infogain.list and info to infogain.list.Later printing the name of each column, which will appear below the info gain value while printing the output.
9. I am finding the main index i.e first split by taking the maximum info gain value and printing the column name of that main index which will give the column name “Credit History” Among all the columns info gain value the Credit History column has the highest value so it will be the first split

Therefore “Credit History” is the first split of decision tree

### QUESTION(g)

Develop code in R that illustrates how boosting works using the formulae for adabag in the attached document. Use the Excel spreadsheet attached so that you have only ten data points. Use set.seed(abc) with abc being the last 3 digits of your student number to generate a random prediction (each time) for 4 iterations of boosting. Include a confusion matrix at the end for your final prediction and comment. Note you can only used base R commands here no other packages are allowed.

set.seed(214)#setting the seed with the last three digits of my student number  
id<-c(1,2,3,4,5,6,7,8,9,10)#Taking 10 values in a vector which are called ID's and assigining that vector to Variable ID  
label<-c(0,1,1,0,1,1,0,1,0,0)#Taking 10 values in a vector which are called label and assigining that vector to Variable Label  
weights<-c(0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1)#Taking 10 values in a vector which are called Weights and assigining that vector to Variable Weights  
  
counter <-0#initializing a counter with value zero  
currentDF<-data.frame()#initializing one empty dataframe i.e called as currentDF  
nextDF <- data.frame()#initializing one empty dataframe i.e called as nextDF  
#writing while loop for implementing adaboost  
while (counter < 4) {  
 #If counteris equal   
 if (counter == 0){  
 currentDF <- data.frame(id, label, weights)#assign is,label,weights to currentDf dataframe  
 } else {  
 currentDF <- nextDF#if counter not equal to zero assign nextDF dataframe to currentDF  
 }  
 currentDF$prediction <- sample(0:1, 10, replace=TRUE)#generating random numbers between 0 and 1 ten times and assigining that to currentDF$prediction  
 currentDF$error <- ifelse(currentDF$label==currentDF$prediction,0,1)#Now finding error value if label value is equal to prediction value error value will be 0 else error value is 1,and assigning error value to CurrentDF$error  
 currentDF$xy <- currentDF$weights\*currentDF$error#now finding the product of weights and error and assigining to currentDF$xy  
   
 sumofxy <- sum(currentDF$xy)#Finding sum of currentDF$xy  
 alpha <- 0.5 \* (log((1-sumofxy)/sumofxy))#finding alpha value by using the given formula  
 incorrect <- exp(-alpha\*-1)#finding the incorrect value by using the given formula  
 correct <- exp(-alpha\*1)#finding the correct value by using the given formula  
   
 #Now finding adjustment value if label value is equal to prediction value error value will be correct else error value is incorrect,and assigning adjustment value to CurrentDF$adjustment  
 currentDF$adjustment <- ifelse(label==currentDF$prediction,correct,incorrect)  
 #now finding the product of adjustment\*weights and assigining it to the CurrentDF$adj\_weight   
 currentDF$adj\_weight <- (currentDF$adjustment)\*(currentDF$weights)  
 #Now Finding the new\_weight value i.e adj\_weight divided by sum of adj\_weight and assigining it to currentDF$new\_weight  
 currentDF$new\_weight <- currentDF$adj\_weight/sum(currentDF$adj\_weight)  
   
 nextDF <- currentDF#Assigining all the currentDF dataframe values to nextDF dataframe  
 nextDF$weights <- currentDF$new\_weight#assigining the new\_weights value of currentDF dataframe to weights of nextDF dataframe value   
 cat("\n")  
 print(currentDF)#printing the currentDF dataframe  
   
 counter <- counter + 1#incrementing the value of counter  
}

##   
## id label weights prediction error xy adjustment adj\_weight new\_weight  
## 1 1 0 0.1 0 0 0.0 0.8164966 0.08164966 0.08333333  
## 2 2 1 0.1 1 0 0.0 0.8164966 0.08164966 0.08333333  
## 3 3 1 0.1 0 1 0.1 1.2247449 0.12247449 0.12500000  
## 4 4 0 0.1 1 1 0.1 1.2247449 0.12247449 0.12500000  
## 5 5 1 0.1 1 0 0.0 0.8164966 0.08164966 0.08333333  
## 6 6 1 0.1 1 0 0.0 0.8164966 0.08164966 0.08333333  
## 7 7 0 0.1 0 0 0.0 0.8164966 0.08164966 0.08333333  
## 8 8 1 0.1 0 1 0.1 1.2247449 0.12247449 0.12500000  
## 9 9 0 0.1 1 1 0.1 1.2247449 0.12247449 0.12500000  
## 10 10 0 0.1 0 0 0.0 0.8164966 0.08164966 0.08333333  
##   
## id label weights prediction error xy adjustment adj\_weight  
## 1 1 0 0.08333333 0 0 0.00000000 1.9493589 0.16244657  
## 2 2 1 0.08333333 0 1 0.08333333 0.5129892 0.04274910  
## 3 3 1 0.12500000 1 0 0.00000000 1.9493589 0.24366986  
## 4 4 0 0.12500000 1 1 0.12500000 0.5129892 0.06412365  
## 5 5 1 0.08333333 0 1 0.08333333 0.5129892 0.04274910  
## 6 6 1 0.08333333 0 1 0.08333333 0.5129892 0.04274910  
## 7 7 0 0.08333333 1 1 0.08333333 0.5129892 0.04274910  
## 8 8 1 0.12500000 0 1 0.12500000 0.5129892 0.06412365  
## 9 9 0 0.12500000 1 1 0.12500000 0.5129892 0.06412365  
## 10 10 0 0.08333333 1 1 0.08333333 0.5129892 0.04274910  
## new\_weight  
## 1 0.20000000  
## 2 0.05263158  
## 3 0.30000000  
## 4 0.07894737  
## 5 0.05263158  
## 6 0.05263158  
## 7 0.05263158  
## 8 0.07894737  
## 9 0.07894737  
## 10 0.05263158  
##   
## id label weights prediction error xy adjustment adj\_weight  
## 1 1 0 0.20000000 1 1 0.20000000 0.7211103 0.14422205  
## 2 2 1 0.05263158 1 0 0.00000000 1.3867505 0.07298687  
## 3 3 1 0.30000000 0 1 0.30000000 0.7211103 0.21633308  
## 4 4 0 0.07894737 0 0 0.00000000 1.3867505 0.10948030  
## 5 5 1 0.05263158 0 1 0.05263158 0.7211103 0.03795317  
## 6 6 1 0.05263158 1 0 0.00000000 1.3867505 0.07298687  
## 7 7 0 0.05263158 1 1 0.05263158 0.7211103 0.03795317  
## 8 8 1 0.07894737 1 0 0.00000000 1.3867505 0.10948030  
## 9 9 0 0.07894737 0 0 0.00000000 1.3867505 0.10948030  
## 10 10 0 0.05263158 1 1 0.05263158 0.7211103 0.03795317  
## new\_weight  
## 1 0.15200000  
## 2 0.07692308  
## 3 0.22800000  
## 4 0.11538462  
## 5 0.04000000  
## 6 0.07692308  
## 7 0.04000000  
## 8 0.11538462  
## 9 0.11538462  
## 10 0.04000000  
##   
## id label weights prediction error xy adjustment adj\_weight  
## 1 1 0 0.15200000 0 0 0.00000000 1.2657336 0.19239151  
## 2 2 1 0.07692308 1 0 0.00000000 1.2657336 0.09736413  
## 3 3 1 0.22800000 0 1 0.22800000 0.7900556 0.18013268  
## 4 4 0 0.11538462 1 1 0.11538462 0.7900556 0.09116027  
## 5 5 1 0.04000000 0 1 0.04000000 0.7900556 0.03160223  
## 6 6 1 0.07692308 0 1 0.07692308 0.7900556 0.06077351  
## 7 7 0 0.04000000 0 0 0.00000000 1.2657336 0.05062935  
## 8 8 1 0.11538462 0 1 0.11538462 0.7900556 0.09116027  
## 9 9 0 0.11538462 0 0 0.00000000 1.2657336 0.14604619  
## 10 10 0 0.04000000 1 1 0.04000000 0.7900556 0.03160223  
## new\_weight  
## 1 0.19775821  
## 2 0.10008006  
## 3 0.18515742  
## 4 0.09370315  
## 5 0.03248376  
## 6 0.06246877  
## 7 0.05204163  
## 8 0.09370315  
## 9 0.15012010  
## 10 0.03248376

print(currentDF)#Printing the final result of currentDF

## id label weights prediction error xy adjustment adj\_weight  
## 1 1 0 0.15200000 0 0 0.00000000 1.2657336 0.19239151  
## 2 2 1 0.07692308 1 0 0.00000000 1.2657336 0.09736413  
## 3 3 1 0.22800000 0 1 0.22800000 0.7900556 0.18013268  
## 4 4 0 0.11538462 1 1 0.11538462 0.7900556 0.09116027  
## 5 5 1 0.04000000 0 1 0.04000000 0.7900556 0.03160223  
## 6 6 1 0.07692308 0 1 0.07692308 0.7900556 0.06077351  
## 7 7 0 0.04000000 0 0 0.00000000 1.2657336 0.05062935  
## 8 8 1 0.11538462 0 1 0.11538462 0.7900556 0.09116027  
## 9 9 0 0.11538462 0 0 0.00000000 1.2657336 0.14604619  
## 10 10 0 0.04000000 1 1 0.04000000 0.7900556 0.03160223  
## new\_weight  
## 1 0.19775821  
## 2 0.10008006  
## 3 0.18515742  
## 4 0.09370315  
## 5 0.03248376  
## 6 0.06246877  
## 7 0.05204163  
## 8 0.09370315  
## 9 0.15012010  
## 10 0.03248376

#NOW confusion matrix  
  
table(currentDF$label,currentDF$prediction)#making the table for label and prediction of currentDF

##   
## 0 1  
## 0 3 2  
## 1 4 1

#we can find true positive and true negatives from table and Add the true positives and true negatives and then divide by all the values to find the confusion matrix  
#here the values will not change because we are using set.seed(214) so directly finding confusion matrix by using the values from the table   
cat("The confusion matrix is",(3+1)/(3+2+4+1))#finding the confusion matrix and printing the result

## The confusion matrix is 0.4

Adabag or AdaBoost (Adaptive Boosting) is another widely used boosting algorithm in machine learning. Improving week learners and creating an aggregated model to improve model accuracy is a key concept of boosting algorithms. A weak learner is defined as the one with poor performance or slightly better than a random guess classifier. Adaboost improves those classifiers by increasing their weights and gets their votes to create the final combined model.

To implement this algorithm I have given an excel sheet Boosting calcs - Lecture 6v4 which contains 10 rows and 9 columns they are as follows id, label, weights, prediction, Error, one unnamed column which is the product of weights and error, adjustments,adj\_weights, and new weights with initials values for all the columns. I will consider ID, Label, Weights columns only because in question it is given that randomly generate the values and procced the algorithm process for four iterations

1. I initially took the Id, LABEL, WEIGHTS values from the excel sheet.I initialized vector for each column and assigned to id, label, weights variables.
2. After that I generated two empty data frames i.e currentDF,nextDF.I implemented a while loop to run for four iterations.
3. if the counter is equal to zero id, label, weights columns are added to the currentDF if counter not equal to zero I assigned nextDF data frame to currentDF data frame.
4. I randomly generated values for prediction column in the range 0 and 1 ten times as we have ten rows for id, label, and weight, and added the prediction column to the currentDF data frame
5. Later I found the Error by using one condition i.e if the label is equal to a prediction it gives the result 0 otherwise it gives the result 1 and added the error column to the currentDF data frame
6. And then I found the product of weights and error and assigned that value to xy variable, and added the XY column to the currentDF data frame
7. Now I have to find the alpha value and the formula is 0.5 \* (log((1-sumofxy)/sumofxy))
8. By using the alpha values I have to find correct and incorrect values. The formulas for correct and incorrect are as follows Correct: exp(-alpha*1) Incorrect :exp(-alpha*-1)
9. Now finding the adjustment, if the label is equal to prediction the result will be correct otherwise the result will be incorrect, and added the adjustment column to the currentDF data frame
10. Later I found the adj\_weight which is the product of adjustment and weights and added the adj\_weight column to the currentDF data frame
11. Next, I found the new\_weight y using the formula adj\_weight/sum(adj\_weight) and assigned a new\_weight column to the currentDF data frame.
12. Now I am assigning the currentDF data frame to nextDF data frame and also assigning the values of new\_weights column of currentDF data frame values to nextDF data frame weights column and printing all the four iteration values of currentDF, here is the end of while loop
13. In question, it was asked to find the confusion matrix for the fourth iteration, so I am printing the currentDF out of a while loop which will give the fourth iteration values. I am making one table for label and prediction which will give the true positives and false positives. Add the true positives and true negatives and then divide by all the values to find the confusion matrix. Therefore I got the confusion matrix with accuracy 0.4 i.e 40%

### QUESTION(h)

Generate prediction probabilities obtained in your best model aboveand use R code to create and plot an ROC curve, note you can only used base R commands here no other packages are allowed. Comment on the ROC curve

#decision tree   
#The seed number is the starting point used in the generation of a sequence of random numbers, and the same results will be given if the same seed number is used.  
set.seed(214)#setting the seed with the last three digits of my student number  
#here I am making two samples by dividing the rows of Credit\_Training\_Data into 80% and 20% probability and storing in to variable id  
id<-sample(2,nrow(Credit\_Training\_Data),prob=c(0.8,0.2),replace=TRUE)  
  
#I am creating training data with the first sample(80%) i.e id==1 and storing that in to credit\_train  
Credit\_train=Credit\_Training\_Data[id==1,]  
#View(Credit\_train)  
nrow(Credit\_train)#here by using nrow we can see how many rows the credit\_train is taking

## [1] 633

#after execution it show it is taking 633 rows for training the model  
  
#I am creating testing data with the second sample(20%) i.e id==2 and storing that in to credit\_test  
  
Credit\_test=Credit\_Training\_Data[id==2,]  
#View(Credit\_test)  
#here by using nrow we can see how many rows the credit\_train is taking  
nrow(Credit\_test)

## [1] 147

#after execution it show it is taking 147 rows for testing the model  
  
#now creating the model by using the credit standing column with the data credit\_train i.e training data(we will train the model by using this training data)  
#here i am using rpart package for creating the decision tree  
#the model is stored in the variable Credit\_model  
Credit\_model<-rpart(`Credit Standing`~.,data=Credit\_train)  
Credit\_model#viewing the model

## n= 633   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 633 265 Good (0.41864139 0.58135861)   
## 2) Credit History=Critical 71 1 Bad (0.98591549 0.01408451) \*  
## 3) Credit History=All Paid,Bank Paid,Current,Delay 562 195 Good (0.34697509 0.65302491)   
## 6) Credit History=Current,Delay 403 183 Good (0.45409429 0.54590571)   
## 12) Employment=Short 145 51 Bad (0.64827586 0.35172414)   
## 24) Loan Reason=Education,Furniture,Large Appliance 50 10 Bad (0.80000000 0.20000000) \*  
## 25) Loan Reason=Business,Car New,Car Used,Repairs,Small Appliance 95 41 Bad (0.56842105 0.43157895)   
## 50) Months since Checking Acct opened>=15.5 62 19 Bad (0.69354839 0.30645161) \*  
## 51) Months since Checking Acct opened< 15.5 33 11 Good (0.33333333 0.66666667) \*  
## 13) Employment=Long,Medium,Unemployed,Very Short 258 89 Good (0.34496124 0.65503876)   
## 26) Checking Acct=0Balance,High,Low 167 70 Good (0.41916168 0.58083832)   
## 52) Months since Checking Acct opened>=41.5 22 7 Bad (0.68181818 0.31818182) \*  
## 53) Months since Checking Acct opened< 41.5 145 55 Good (0.37931034 0.62068966)   
## 106) Savings Acct=No Acct 13 4 Bad (0.69230769 0.30769231) \*  
## 107) Savings Acct=High,Low,MedHigh,MedLow 132 46 Good (0.34848485 0.65151515) \*  
## 27) Checking Acct=No Acct 91 19 Good (0.20879121 0.79120879)   
## 54) Age< 23 11 4 Bad (0.63636364 0.36363636) \*  
## 55) Age>=23 80 12 Good (0.15000000 0.85000000) \*  
## 7) Credit History=All Paid,Bank Paid 159 12 Good (0.07547170 0.92452830) \*

plot(Credit\_model,margin=0.1)#plotting the Credit\_model,the plot will give the outline of the decision treei.e the graphical view of tree   
text(Credit\_model,use.n=TRUE,pretty=TRUE,cex=0.9)#the graphical view of the tree is filled with the text by using the text() function
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#NOw predicting the model by using test data i.e by using credit\_test(we will always predict the values by using testing data)  
#Predicted values are stored in pred\_Credit variable  
pred\_Credit<-predict(Credit\_model,newdata=Credit\_test,type="class")  
plot(pred\_Credit)#I am plotting the predicted values to see the ratio of bad and good
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#Now creating the table for predicted values and actual test values i.e pred\_Credit and Credit\_test$`Credit Standing`  
table(pred\_Credit,Credit\_test$`Credit Standing`)

##   
## pred\_Credit Bad Good  
## Bad 34 19  
## Good 20 74

#now finding the confusion matrix by using confusionMatrix() function which is available in caret package.  
##generallt confusion matrix is the sum of true positive and true negatives divide by sum of all the values in the table.  
#finding confusion matrix for pred\_Credit and Credit\_test$`Credit Standing`  
confusionMatrix(table(pred\_Credit,Credit\_test$`Credit Standing`))

## Confusion Matrix and Statistics  
##   
##   
## pred\_Credit Bad Good  
## Bad 34 19  
## Good 20 74  
##   
## Accuracy : 0.7347   
## 95% CI : (0.6556, 0.804)  
## No Information Rate : 0.6327   
## P-Value [Acc > NIR] : 0.005698   
##   
## Kappa : 0.427   
##   
## Mcnemar's Test P-Value : 1.000000   
##   
## Sensitivity : 0.6296   
## Specificity : 0.7957   
## Pos Pred Value : 0.6415   
## Neg Pred Value : 0.7872   
## Prevalence : 0.3673   
## Detection Rate : 0.2313   
## Detection Prevalence : 0.3605   
## Balanced Accuracy : 0.7127   
##   
## 'Positive' Class : Bad   
##

#Among all the model boosting algorithm is giving highest accuracy  
# Boosting Algorithms  
  
#trainControl the computational quality that is not easy to notice but may be important to the train function  
#trainControl that allow us to perform variety of cross validation  
control <- trainControl(method="repeatedcv", number=10, repeats=3)  
  
set.seed(214)#setting the seed with the last three digits of my student number  
  
  
#now creating the model by using the credit standing column with the data credit\_train i.e training data(we will train the model by using this training data)  
#here i am using c50 package for boosting algorithm improving the decision tree model  
#the model is stored in the variable Boost\_model  
Boost\_model <- train(`Credit Standing`~., data=Credit\_train, method="C5.0", metric="Accuracy", trControl=control)  
plot(Boost\_model)#plotting the model
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#NOw predicting the model by using test data i.e by using credit\_test(we will always predict the values by using testing data)  
#Predicting the values by using Boost\_model and Credit\_test data and storing in the variable predict\_boost  
predict\_boost=predict(Boost\_model,newdata=Credit\_test)  
plot(predict\_boost)#I am plotting the predicted values to see the ratio of bad and good
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#Now creating the table for predicted values and actual test values i.e predict\_boost and Credit\_test$`Credit Standing`  
  
table(predict\_boost,Credit\_test$`Credit Standing`)

##   
## predict\_boost Bad Good  
## Bad 41 19  
## Good 13 74

#finding confusion matrix for predict\_boost and Credit\_test$`Credit Standing`  
  
confusionMatrix(table(predict\_boost,Credit\_test$`Credit Standing`))

## Confusion Matrix and Statistics  
##   
##   
## predict\_boost Bad Good  
## Bad 41 19  
## Good 13 74  
##   
## Accuracy : 0.7823   
## 95% CI : (0.7068, 0.8461)  
## No Information Rate : 0.6327   
## P-Value [Acc > NIR] : 6.843e-05   
##   
## Kappa : 0.5423   
##   
## Mcnemar's Test P-Value : 0.3768   
##   
## Sensitivity : 0.7593   
## Specificity : 0.7957   
## Pos Pred Value : 0.6833   
## Neg Pred Value : 0.8506   
## Prevalence : 0.3673   
## Detection Rate : 0.2789   
## Detection Prevalence : 0.4082   
## Balanced Accuracy : 0.7775   
##   
## 'Positive' Class : Bad   
##

#==============ROC curve  
  
#I am taking predict\_boost,if predict\_boost is equal to bad it takes 0(bad) else take 1(good)  
predict\_class\_roc <- ifelse(predict\_boost=="Bad",0,1)  
predict\_class\_roc#printing the predict\_class\_roc

## [1] 0 1 1 1 1 0 0 1 0 1 1 1 0 1 1 1 1 0 1 0 0 0 0 1 1 0 0 0 1 0 1 0 1 0 0  
## [36] 1 0 1 0 1 1 1 1 1 1 0 0 1 0 0 0 0 1 1 0 1 1 0 1 1 1 0 1 0 1 0 0 0 0 1  
## [71] 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [106] 1 0 0 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1 1 1 0 0 0 0 1 0 0 1 0 1 1 1 0 0 0  
## [141] 1 0 1 1 1 0 0

#I am taking Credit\_test$`Credit Standing`,if Credit\_test$`Credit Standing` is equal to bad it takes 0(bad) else take 1(good)  
predict\_class\_roc1 <- ifelse(Credit\_test$`Credit Standing`=="Bad",0,1)  
predict\_class\_roc1#printing the predict\_class\_roc

## [1] 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 0 0 0 1 0 1 0 1 0 0  
## [36] 0 1 1 0 1 1 0 1 0 1 0 1 1 0 1 1 0 0 0 0 1 1 1 1 1 0 0 0 1 1 0 0 0 0 0  
## [71] 0 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1  
## [106] 0 1 0 0 0 1 0 1 0 1 0 1 0 0 0 1 1 1 1 1 1 0 0 0 1 0 1 1 0 1 1 1 1 1 1  
## [141] 1 1 1 1 1 0 0

#making the table for both predict\_class\_roc and predict\_class\_roc1  
table(predict\_class\_roc,predict\_class\_roc1)

## predict\_class\_roc1  
## predict\_class\_roc 0 1  
## 0 41 19  
## 1 13 74

#Creating the function ROC   
ROC <- function(predict\_class\_roc1,predict\_class\_roc)  
{  
 #now ordering the predict\_class\_roc1 and storing in predict\_class\_roc1  
 predict\_class\_roc1 <- predict\_class\_roc1[order(predict\_class\_roc,decreasing = TRUE)]  
 #now finding sensitivity(true positive) and specificity(false positive) and storing in the dataframe  
 data.frame(sensitivity=cumsum(predict\_class\_roc1)/sum(predict\_class\_roc1), specifity=cumsum(!predict\_class\_roc1)/sum(!predict\_class\_roc1),predict\_class\_roc1)  
}  
  
  
  
Roc\_CURVE <-ROC(predict\_class\_roc1,predict\_class\_roc)#Calling the Roc function by passing actual values and predicted values for plotting the graph and storing in Roc\_CURVE variable  
  
#plotting the Roc graph by taking the specificity on x-axis and sensitivity on y axis  
plot(Roc\_CURVE$specifity,Roc\_CURVE$sensitivity,col=1+Roc\_CURVE$predict\_class\_roc1,main="ROC CURVE",xlab="1-Specificity",ylab="Sensitivity")
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In the question, it is given that generate prediction probabilities obtained in your best model above and plot a ROC curve.

I built the decision tree by using the rpart package and the accuracy is 73.47%

I used boosting and bagging algorithms to improve my decision tree model. Among those two boosting algorithms is giving good accuracy in the improvement of the tree.

So I am considering boosting algorithm and plotting Roc curve.

Here I built a decision tree and applying a boosting algorithm to it in order to explain clearly by showing both the models and after plotting the ROC curve

For plotting the ROC curve the steps are as followed:

1. I am taking predicted values of boosting algorithm and writing some condition i.e if predict value is equal to bad it takes 0(bad) else take 1(good). Basically I am converting good to 1 and bad to zero in order to calculate the true positives and false positives easily.
2. I am considering the actual values i.e the testing data values of credit standing column and repeating the same steps i.e if the actual value is equal to bad it takes 0(bad) else take 1(good).
3. Now writing one function and named as ROC which contains the calculations of sensitivity(true positives) and specificity(false positives). Firstly I will arrange the actual values in one order and then I am finding the sensitivity and specificity. Later I am storing those two values in a data frame.
4. After that, I am calling ROC function bypassing actual values and predicted values and storing it in one variable called Roc\_CURVE
5. Finally, I am plotting the ROC plot by taking the specificity on x\_axis and sensitivity on y\_axis In the graph, the actual values are in red color and predicted values are in black color

From the graph we can say that almost the predicted and actual values are the same with a small number of values are different. By looking at the graph we can say that it has the best performance as it is not close to the baseline.
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