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# 第一章 绪论

## **1.1 研究背景**

近年来，随着互联网产业的发展，大数据时代应运而生，现今互联网已经融入到大众生活的点点滴滴中，成为人们生活中不可或缺的一部分，人们可以通过各种网络设备：智能手机、平板电脑、个人PC等接入到互联网中，人们借助互联网实现：远程办公、移动支付、网络购物、在线交易、网络娱乐、了解新闻时事等，互联网包罗万象，将人类社会各个方方面面联结在一起组成一张巨大的信息网。我们正处在信息化时代，网络上的信息种类越来越多、数量越来越庞大。社交网络、电子商务、网络互娱、信息传媒等每时每刻都在生产大量信息，人类被各种数据带入了大数据新时代，在互联网时代，人们越来越依赖通过互联网来获取信息、娱乐消遣，互联网丰富了业余生活；与此同时，互联网也充斥着大量无用信息、甚至垃圾信息，随之而来的问题是：用户如何在有限的时间内高效地找到自己的所需要的信息，内容提供者如何展示自己所提供的信息给最需要的人，即内容提供者和内容消费者之间的匹配，这成为了互联网时代所面临的问题。

在使用视频网站的过程中，假如用户明确知道自己的刚需，这个时候用户可以借助搜索引擎来查找得到自己所需要的信息，例如用户想看《复仇者联盟3》，此时用户可以在视频网站中搜索这部电影进行观影，但是如果用户比较无聊，处在一个需求不明确的时期应该如何处理，即用户想找一部自己喜欢的电影，但是不知道具体是什么，面对网站中数以万计的电影只能漫无目的的搜索，低效的搜索只会浪费用户的耐心导致用户放弃从而带来极差的用户体验，这类大部分用户都会遇到的问题叫：信息过载（Information Overload）。

为了处理信息过载问题，需要有一个根据用户需求能有效快速地为用户推荐信息的系统，它可以将网络信息过滤，将可能有用的信息分发给需要的用户，对于用户而言，可以将大海捞针变成湖里捞针，解决用户的选择困难问题，帮助用户获得良好的体验，从而获得心理上的满足，并且节省用户时间，帮助用户在有限的时间高效的完成目的；对于内容提供者来说，可以更加高效地分发内容，投其所好，赢得用户口碑，获得用户的青睐，节省系统的资源等不必要的消耗，在同行竞争者中占据先机，最终提高经济效益。这样的系统可以帮助内容提供者和内容消费者带来双赢。

## **1.2 研究意义**

在实际使用中，我们发现视频网站总能贴用户心意地推荐合适的电影、电视节目，那么这些视频网站（内容提供者）是如何为用户（内容消费者）推荐喜欢的电影，这个过程的背后原理是什么，视频网站如何掌握用户喜好。首先，从信息获取的角度将人类获取信息的方法分为主动搜索与被动推荐的方式：首先以线下分析：一个人想要主动知道了解信息，首先会问周围认识的人是否知道，如果知道成功获取信息，如果不知道但知道可能知道就会得到一条线索，如果什么都不知道，那这条线索就断掉，将获取到的线索集合再次搜索；被动推荐是：你的朋友猜你想知道这个，问你我有一个消息你有没有兴趣知道来主动告诉你。

再类比到线上，主动搜索和被动推荐分别对应搜索引擎和推荐系统，搜索引擎是依靠用户主动在庞大的影视资源中搜索自己所心仪的电影、电视节目，但是主动查找需要很强的目的性，否则会浪费用户大量无效时间；而推荐系统虽然节省了用户时间，但是却将问题交付给内容提供者来处理，网站需要花大量时间获取用户数据、了解用户喜好，这个过程中充满各种问题。

个性化推荐系统通过用户数据用推荐算法来帮助用户进行查找和筛选信息，为用户提供充足、有效、合适、多样、新颖的信息帮助用户排忧解难，有效的推荐系统可以帮助减少用户的搜索时间，提高用户体验，但是推荐系统需要具有尽可能快的运行、响应速度、尽可能少的资源占用，既要提高效率，又要提高速度，因此对于推荐算法的优化成为解决这项问题的重要手段。

## **1.3 研究目的**

通过建设一个小型的视频网站的过程来研究协同过滤推荐算法的原理和实现方法，利用推荐系统优化视频网站，赋予网站个性化的功能，能够为不同的用户定制不同的主页，推荐用户所喜欢的电影、电视节目。

在推荐算法系统中进行拓展：当使用不同的相似性算法时来验证出最适用的推荐算法，并尝试通过优化推荐算法或者提高计算能力来优化推荐系统的效率，一个优秀的推荐系统需要保证实时性、高效性、具有最高的利用率的系统才能具有商业价值。

研究推荐算法的评价性算法，在推荐系统的研究过程中，评价推荐结果的标准是一个非常基础且重要的前提，只有尽可能准确的评价才有推荐算法优化的前提。

## 1.4 本文安排

第一章，绪论。首先介绍本课题研究背景、研究意义和目的。

第二章，研究现状分析，确认当前协同过滤的研究现状，确定从何角度进行研究。

第三章，推荐算法及其相关介绍。（1）介绍常用的推荐算法以及相关概念，对推荐算法流程，原理进行简要概述；（2）对于推荐算法依赖的核心相似性算法进行简要概括，实验不同相似性算法对于实验的影响；（3）对于推荐算法的评价指标进行研究，如何评价一个推荐系统的各项参数。

第四章，协同过滤推荐算法的具体应用，确认

第五章，基于协同过滤电影推荐系统的设计与实现

第六章，总结与展望，优化与修改

第七章，总结与展望

# 第二章 研究现状及分析

## **2.1 推荐算法的发展**

推荐算法和搜索引擎相似，但是搜索是主动的，而推荐系统根据用户的历史记录进行用户喜好推荐，用户处于一个被动的状态，推荐系统往往作为一个应用网站的子系统来进行设计，依赖网站的数据来进行推荐活动，而非单独存在。在互联网的各类网站中，推荐系统应用很广，从电商、视频、直播、新闻、媒体到广告、娱乐、游戏等都有推荐系统的影子，通过大量分析用户行为数据，给用户提供个性化服务来提高网站流量、吸引更多的用户、提高市场占有率，最终提高经济效益，个性化推荐系统应用于购物类网站、音乐类网站、电影和视频类网站、阅读类网站、社交和新闻类网站、小视频和直播类网站等。

个性化推荐算法的研究开始于上世纪90年代，随着互联网的发展开始应用于各行各业，随着行业发展需求不断的变化，对推荐系统的要求越来越高。个性化推荐系统按照内容可以分为（1）用户模块，即推荐的目标人群；（2）内容模块，即待推荐的主要内容；（3）推荐算法，将内容推荐给用户的规则，是连接用户与内容的核心桥梁，也是需要深入研究的内容。

## **2.1 推荐算法的研究现状**

当前主流的推荐系统主要分为：基于内容的推荐系统（Content Based, CB）、协同过滤推荐系统（Collaborative Filtering,CF）、混合推荐系统，其中混合推荐系统是一种综合性推荐系统，是融汇各种推荐算法优点来设计，因为每种推荐算法都有其应用范围、限制，在不同的条件下，推荐效果各有差异，因此开发混合推荐系统成为当前的主流的研究方向。

协同过滤推荐算法（Collaborative Filtering,CF）目前应用较多，是一种成熟的推荐算法，目前在工业生产中被广泛推荐。其基本思想是根据用户历史行为数据推荐用户喜好。CF算法主要有三个流程：（1）数据处理，对于用户历史行为数据的数据处理；（2）相似性处理，根据历史数据确定相似性矩阵，对用户或者内容进行相似性计算；（3）相似性推荐，根据相似性矩阵为用户进行推荐。根据推荐系统要处理的问题可以分为：（1）评分预测；（2）Top N 推荐。

在推荐系统的发展中长期存在着一些问题：冷启动问题；数据稀疏问题；用户喜好偏移问题。冷启动问题即新用户、新项目没有历史数据的情况下如何加入到推荐系统中来；数据稀疏的问题是指海量的用户和项的情况下，用户数据稀少，导致用户相似性矩阵或物品相似性矩阵稀疏；用户兴趣漂移是指用户的兴趣变化，因为人是具有思维的个人，具有相当大的不确定性、偶然性有可能某一天用户的兴趣突然就变化180度，那么对于原先的相似性矩阵就无法适用了。

## **2.2 国内外推荐算法应用现状**

个性化推荐系统在电影和视频网站中具有重要的应用地位，因为电影视频资源的数量庞大、不可遍历，导致用户对于海量信息的搜索存在巨大的困难。

腾讯视频网站的推荐系统，腾讯视频网站可以根据电影之间的相似性进行归类，根据用户播放记录帮助用户筛选用户可能感兴趣的电影；也可以根据用户好友的之间的联系，利用QQ、微信中的好友数据资源，来推荐用户好友圈子中受欢迎的电影节目。

QQ音乐平台的推荐，主要依据用户的历史记录和好友圈的历史记录来分析，通过比对所有人音乐的喜好来计算每首音乐之间的相似性来，通过用户的听歌记录来生产用户的私人歌单，通过所有用户的播放记录找到两个听歌风格相似的用户来互相推荐歌曲。

阅文网站的小说推荐，当用户浏览一本小说时，下面会给出推荐列表，从小说的相似性出发找到同类型的小说加入到推荐列表推荐给用户。

电商应用方面以亚马逊举例推荐系统在电商的发展主要得益于亚马逊，现在电商平台中的推荐系统就成了标配，通过在数以亿计的购买记录数据中提取用户喜好信息，用数据来刻画出来用户的喜好，对相似同类人、商品进行归类，掌握每一个人的性格、喜好等，通过用户喜好进行用户推荐。

在推荐列表应用中包含着商品的显性信息和隐形信息以及相关属性，其他用户对商品的评分，综合评价出两个商品的相关性。显性的信息是两个商品明面上的相似处，例如两本书之间的相似，而隐形的相似性是从用户的购买记录中发现的相似规律，例如笔记本和笔会经常被用户同时购买。在亚马逊的个性化推荐系统中，最重要的算法是一种基于物品的推荐算法，给用户推荐用户喜欢物品的相似物品，另一种推荐算法是基于用户的推荐算法，亚马逊是利用Facebook上的好友信息，判定好友之间的相似度来推荐商品。使用推荐系统的直接好处是给亚马逊公司带来直接的经济效益，据统计，亚马逊百分之三十左右的商品销售来自于推荐系统。

# 推荐算法以及相关介绍

## **3.1推荐算法总览**

3.1.1基于内容的推荐（Content Based，CB）

主要用于推荐文本类项目，采用浅层模型分析用户历史记录，提取核心内容词汇，根据物品的便签属性、内容关键词等用户特有的兴趣相关的词汇，推荐有相似标签的物品（文本、商品、电影等）。例如：一个人喜欢看《夏洛特烦恼》那么我可以给他推荐同为喜剧的《人在囧途》、《飞驰人生》等，他们的内容标签可以为：类型喜剧，主演：沈腾、尹正，例如一个人购买了数据结构书籍，可以根据内容推荐其相关算法书籍。不能根据评分或名称，需要根据物品本质进行推荐。 比较最直观，推荐理由也很充分，但需要做好新物品的归类，内容标签的标定，并且推荐精度较差，结果惊喜度不足，你所推荐的正式用户所想的。

3.1.2 基于内存的协同过滤（Memory-Based Collaborative Filtering）

协同过滤(Collaborative Filtering, CF)是当前推荐算法中比较常用和经典的推荐算法，种类繁多，目前在生产环节又很多的应用，基本原理就是根据用户的历史行为数据归类出相似性，发现用户、物品或者内容间的相关性进行推荐，如果用户喜欢A，那么就像和B相似度B推荐给用户，协同过滤可细分为基于内存的协同过滤、基于模型的协同过滤，其中基于内存的协同过滤可以细分为基于用户的协同过滤推荐（User Based CF）、基于项目的协同过滤推荐（Item Based CF）。

基于用户的协同过滤（User-based Collaborative Filtering）

User CF基本思想是根据用户行为记录发现其兴趣偏好相似的邻居用户群，根据邻居用户群体的行为记录来为用户推荐，如图，小张和小明观影记录相似可以得出其有共同喜好，根据小张的行为为小明推荐电影3。User CF更接近于社会化推荐，比较精准，适用物品多且杂的场景，时效性较强的场合，具有推荐新信息的能力，可以发现用户潜在但自己尚未察觉的潜在兴趣,惊喜度高，能够推荐艺术品、音乐、电影等难以进行内容分析的产品，具有跨领域能力。代价是运算量很大，具有冷启动的问题（对于新来的人历史记录少，获取的信息不足少)，当用户间的共同行为较少，难以形成有意义的邻居集合时，难以进行有效的推荐，并且用户间距离可能变化很快，因此不适合线上实时计算。

传统的User CF实现可以分为以下过程：

1. 根据用户与系统的交互行为，收集用户的行为数据如表（用户行为数据表），建立用户-项评分矩阵，用户的历史行为数据多样包括：用户浏览、用户观看、用户打分、用户频率（搜索次数、观看次数、点击次数）、用户点赞分享收藏等行为，本论文主要研究用户的主动打分数据进行分析，首先建立用户评分矩阵如图：

|  |  |  |
| --- | --- | --- |
| **userId** | **movieId** | **rating** |
| 1 | 1 | 4 |
| 1 | 3 | 4 |
| 1 | 6 | 4 |
| 2 | 3 | 5 |
| 2 | 5 | 5 |
| 2 | 7 | 3 |
| 2 | 10 | 5 |
| 3 | 1 | 4 |
| 3 | 5 | 5 |
| 3 | 3 | 5 |
| 4 | 3 | 5 |
| 4 | 2 | 5 |
| 4 | 5 | 3 |

用户行为数据表

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **userId** | **movieId** | | | | | | |
|  | 1 | 3 | 6 | 5 | 7 | 10 | 2 |
| 1 | 4 | 4 | 4 |  |  |  |  |
| 2 |  | 5 |  | 5 | 3 | 5 |  |
| 3 | 4 | 5 |  | 5 |  |  |  |
| 4 |  | 5 |  | 3 |  |  | 5 |

用户-电影矩阵

1. 根据上述用户-电影评分矩阵中的用户对电影的评分数据，在结合相似性计算方式，确定偏好相似的用户集，不同的相似度计算方法最终会得到不同的结果。
2. 根据用户的相似度度矩阵，可以得出目标用户的相似邻居，由邻居用户的行为记录中筛选出推荐电影给目标用户

基于项目（Item-based Collaborative Filtering）

基于项目（Item）的协同过滤,主要考虑项与项之间的联系，通过确定相似的项目集合，在根据用户在系统的行为信息进行推荐。Item CF则更接近个性化推荐，适用于物品较少的场合（便于建立物品相似矩阵），应用场景有豆瓣的豆瓣猜、淘宝的猜你喜欢、百度的猜你想搜、各种猜你想听、想看等，同时Item CF还可以给推荐提可信的推荐理由，例如：豆瓣的「喜欢物品A的人也喜欢物品B」和亚马逊的「买了物品A的人也买了物品B」，因为同时购买物品A、B的行为比较多，因此判定A、B间具有很大的相似性，推荐理由充分。基于项目的推荐算法尤其在电商行业应用广泛，通过分析所有用户对物品的偏好找到物品之间的相似性联系，构建物品相似性矩阵，借助用户的物品行为记录信息来为用户推荐相似物品，推荐精度高，倾向于推荐物品比较稳定的场景，能较快得出在线结果。 但是对于物品量多、更新快的场景则效果不足，并且在物品数据稀疏，难以构建有效的物品相似度矩阵时，效果较差。

Item CF实现可以分为以下过程：

（1）首先根据用户的历史行为数据，如表（用户行为数据表），建立用户-项评分矩阵，用户的历史行为数据多样包括：用户浏览、用户观看、用户打分、用户频率（搜索次数、观看次数、点击次数）、用户点赞分享收藏等行为（同User CF），本论文主要研究用户的主动打分数据进行分析，首先建立用户评分矩阵如图：

|  |  |  |
| --- | --- | --- |
| **userId** | **movieId** | **rating** |
| 1 | 1 | 4 |
| 1 | 3 | 4 |
| 1 | 6 | 4 |
| 2 | 3 | 5 |
| 2 | 5 | 5 |
| 2 | 7 | 3 |
| 2 | 10 | 5 |
| 3 | 1 | 4 |
| 3 | 5 | 5 |
| 3 | 3 | 5 |
| 4 | 3 | 5 |
| 4 | 2 | 5 |
| 4 | 5 | 3 |

用户行为数据表

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **userId** | **movieId** | | | | | | |
|  | 1 | 3 | 6 | 5 | 7 | 10 | 2 |
| 1 | 4 | 4 | 4 |  |  |  |  |
| 2 |  | 5 |  | 5 | 3 | 5 |  |
| 3 | 4 | 5 |  | 5 |  |  |  |
| 4 |  | 5 |  | 3 |  |  | 5 |

用户-电影矩阵

（2）根据上述用户-电影评分矩阵中的用户对电影的评分数据，在结合相似性计算方式，物品-物品相似矩阵，并且不同的相似度计算方法最终会得到不同的结果。

（3）根据物品相似度矩阵，结合用户电影矩阵，找到和用户已观看电影相似的电影列表，生成推荐电影Top N列表。

3.1.3 User CF 和 Item CF 的对比

User CF 是推荐系统的领域中比较久远的算法，同样是基于内存的协同过滤算法User CF 和 Item CF 拥有着相似的流程。对比异同：

1. 计算主体。User CF 主要计算用户（User）之间的相似性，最终得到用户-用户相似性矩阵（User-User-Similarity）；而Item CF 主要计算项目（Item）之间的相似性，最终得到物品-物品相似性矩阵（Item-Item-Similarity）所以User CF 适合用户比较少的场景，Item CF 适合项目的数量比较少的场景，否则计算量会随着数量级增加而大大增加。
2. 应用领域。User CF 倾向于找到用户临近的聚类，为用户找到共同爱好群，相当于是一个同好交流群，并且对于新项目响应比较慢，不适合个性化强的场景；Item CF 则是为项目找到聚类，对于用户的新项目的响应较为敏感，个性化比较明显。
3. 从实时性上看，User CF 是根据用户的近邻用户来推荐，对于用户行为发生变化的场景，推荐结果变化不够迅速，只适合离线推荐；Item CF 是根据用户历史行为进行推荐，可以增加用户新记录的权重，加快对用户新行为记录的响应，如果用户行为发生变化，结果一定发生变化。
4. 如何User CF 相似度每隔一段时间需要重新离线计算一次，所以新物品上线一段时间后才能被加入推荐列表，Item CF 在新物品加入时可以进行在线计算，立即加入推荐列表中。

|  |  |  |
| --- | --- | --- |
|  | User CF | Item CF |
| 性能 | 运算量与用户数量有关 | 运算量与物品数量有关 |
| 领域 | 时效性高，个性化低 | 物品丰富，个性化要求 |
| 实时性 | 不足 | 用户行为变化响应较快 |
| 冷启动 | 新用户不友好 | 新用户、新物品可以快速加入推荐 |
| 推荐理由 | 按照相似用户群体推荐 | 根据用户看过推荐 |
| 跨领域性 | 跨领域推荐 | 同类物品推荐 |
| 核心矩阵 | 用户相似性矩阵 | 物品相似性矩阵 |

3.1.2 基于模型的协同过滤（Model-based Collaborative Filtering）

基于内存的协同推荐算法的计算过程全放在内存之中 ，虽然实现简单、直观，但是不能为用户实时推荐，每次有新内容加入时需要重新计算，难以应对高并发的需求。

基于模型的协同过滤算法，通过机器学习的方法预测用户对商品的喜好程度，主要的步骤有线下的模型训练、线上的推荐预测，利用数据集训练出较好的推荐算法模型，预测新样本时可以通过从新内容的特征参数输入到推荐算法模型中得到预测结果。常规的应用在推荐中的机器学习方法包括关联分析、聚类算法、回归算法、分类算法、矩阵分解、神经网络、隐语义模型、图模型等，随着神经网络的研究和发展，基于神经网络的推荐算法也日渐壮大。适用范围广大，可以应对数据稀疏的场景，能很好地发现用户潜在偏好。

3.1.3 混合推荐算法

在上文的算法都是单一的推荐算法，每个算法都有各自的有点和缺点；混合推荐算法不是一种算法的名称，而是多种推荐算法的混合使用得到的一种新的推荐算法，集百家之长，虽然提高了算法的复杂度，但是可以利用各种算法的优缺点进行互补。

## **3.2 相似度算法总览**

推荐算法中具有一个核心的问题：相似度的判断，如何说明两个项之间的相似性，需要将具体的物体转化为一个数据向量通过向量之间的相似性来比较。因此需要采用合适的相似性算法来进行。

3.2.1 欧几里得度量（欧氏距离 Eucledian Distance）

欧氏距离是最常用的距离计算公式，即连接两个点的线段的长度，衡量多维空间中两个点之间的绝对距离，计算简单，使用勾股定理在笛卡尔坐标计算距离，当数据很稠密并且连续时，这是一种很好的计算方式。缺点：欧式距离受到尺度影响，这意味着所计算的距离会根据特征维度的单位不同发生倾斜，比如对身高（cm）和体重（kg）两个单位不同的指标使用欧式距离会使结果不准确。因此在使用欧式距离度量之前，需要对数据进行归一化处理，欧式距离在不同尺度具有风险。

3.2.2曼哈顿距离（Manhattan Distance）

曼哈顿距离也叫出租车距离，正正方方街区的城市中，出租车从A点到B点的距离。

3.2.3 切比雪夫距离 （Chebyshev Distance）

3.2.4 闵可夫斯基距离 （Minkowski distance）

3.2.5 余弦相似度 （Cosine Similarity）

余弦相似度通过计算两个向量的夹角余弦值来评估他们的相似度，将向量分布到直角坐标系（n维向量分布到n维空间直角坐标系中），绘制从零点出发的向量空间，求两个向量之间夹角余弦值，表示这两个向量的相似性，当夹角越小，余弦值越接近于1，它们的方向越吻合，则越相似，反之则不相似。

3.2.6 杰卡德相似度 （Jaccard Similarity）

对于两个集合A、B，利用A、B交集元素的个数在A、B并集中所占的比例来确定集合的相似度，称为这两个集合的杰卡德系数，用符号 J(A,B)表示，是衡量两个集合相似度的一种指标。

## **3.3 推荐系统评测**

3.3.1 评测方法概述

如何评价一个推荐系统的优劣，怎样的推荐系统是我们所需要的，目前还没有一个统一的标准，但是推荐系统终将被应用到实践之中，因此用户的满意度是最佳的评价，但客户满意度需要投入到应用中去，消耗的人力、物力大，并且具有很大风险，况且用户满意度作为主观判断无法用数值衡量。常规的推荐系统评价流程为：离线实验（offline experiment）、用户调查（user study）和在线实验（online experiment），测试的范围从小到大，在现有的推荐算法中，有些算法能够利用离线指标判断，但是离线指标并不能准确评测算法质量，在电影推荐中，用户的评分具有非常强大的主观性：用户会因为电影质量评价高分，也有可能因为某些原因给以虚假的评分；就算数据准确，计算到的推荐结果也无法完全的与用户实际表现对应，对于独立思考的个性的人来说，具有很大的变化性。

**1）离线实验**

离线实验通常采用数据集进行测试、常用于开发阶段的测试，具体过程如下：

a）获得用户行为数据，例如用户的购买记录、播放记录、评分记录、收藏记录等，需要事先收集测试数据集合的过程；

b）将数据集按照一定的规律分成训练集和测试集；

c）在训练集上训练推荐模型并利用测试集进行预测；

d）利用事先定义的离线指标评测算法在测试集上的预测结果。

e）对于推荐算法进行改进

离线实验的优点是：

不需要用户参与成本低

利用离线数据验证、时间短、效率高

可以无人值守，时间地点方式灵活

离线实验的缺点是：

受到数据集合的局限性、适用范围的影响，例如一个数据集中没有包含某用户的历史行为，则无法评价对该用户的推荐结果，一旦数据集不准确就无法为用户准确预测；对于评价结果缺乏主观性，无法考虑到人的主观思想变化，缺乏灵活性；难以找到离线评价指标和在线真实反馈(如搜索率、点击率、转化率、点击次数、时长、购买客单价、购买商 品类别等)之间的关联关系；对于用户的变化无法做到及时响应，例如人的兴趣突然偏移等

**2）用户调查**

用户调查需要真实的用户在待测推荐系统上完成任务，并且观察和记录用户的行为以及回答一些问题，分析用户的行为和答案，了解测试系统的性能。

用户调查的优点是：

可以获得用户主观感受的指标，对于用户的主管想法进行记录和考究；测评范围小，造成风险的影响范围较小，风险易控制。

用户调查的缺点是：

对于测试用户招募消耗巨大；无法组织完全覆盖的测试用户，统计意义不足。

**3）在线实验**

通过离线实验和用户调查测评之后，可以将系统上线做AB测试，即将新的推荐系统与旧的推荐系统共同投入使用进行测试，通过两个推荐系统的对比进行测评，并且减少风险。

在线实验通过一定的规则将用户随机分成几组，对不同组的用户采用不同的推荐算法，然后通过统计不同组的评测指标，比较不同算法之间的优劣，其的核心思想是:

a) 控制变量多方案共同运行

b) 比较各个方案测试结果

c) 以某种规则进行修改优化或者是淘汰

在推荐系统的评价中，唯一变量就是推荐算法的选择。

在线实验的优点是：评价结果通过在线考验，具有很强的参考性，能比较准确的反应推荐系统性能。

在线实验的缺点时：评价过程比较复杂，对于时间、人力、物力耗资巨大；具有不可控的风险，有造成潜在经济效益损失的风险。

3.3.2评测算法的选择 离线实验评估算法

由于条件的限制，本次采用离线测评，即根据推荐系统在离线数据集合中的表现，基于一些离线评估指标来衡量推荐系统的效果，相比较在线系统，离线系统更加经济、方便，利用验证数据集来测试推荐系统的效果。本论文采用的评估环节有两个：拆分数据集、选择离线评估指标。

a）数据集拆分。在机器学习过程中，通常需要将数据集拆分为训练数据集、验证数据集，测试数据集合。它们的功能分别如下：

训练数据集（Train Dataset）：用来进行机器学习模型的构造。

验证数据集（Validation Dataset）：辅助模型构造，评估模型。

测试数据集（Test Dataset）：评估训练完成的模型各项指标。

本论文推荐系统采用协同过滤推荐算法，暂不涉及机器学习方向，因此将数据集合随机分为训练数据集合（Train DataSet）、测试数据集合（Test DataSet）。

b）离线评测指标的选择。在分类模型评判的指标中，常见有1.混淆矩阵以及其指标 2. ROC曲线 3. AUC面积进行评判。

混淆矩阵（也称误差矩阵，Confusion Matrix）：混淆矩阵是评判模型结果的指标，属于评估模型的一种，多用于判断分类器（Classifier）的优劣，在预测分类实验中将真实结果、预测结果真假分布到2 x 2的表格中进行分析，在表格里可以清晰的看到每个类别识别正确和识别错误的数量。

|  |  |  |
| --- | --- | --- |
| 真实结果 | 预测结果 | |
|  | 真 | 假 |
| 真 | True Positive | True Negative |
| 假 | False Positive | False Negative |

混淆矩阵的指标：

TP（True Positive）：将真值预测为真，真正类，正确预测

TN（True Negative）: 将真值预测为假，伪假类，错误预测

FP（False Positive）: 将假值预测为真，伪正类，错误预测

FN（False Negative）：将假值预测为假，真假类，正确预测

根据对基础指标的归类得到了二级指标进行结果的衡量：

准确率（Accuracy）：预测正确的数量（真正类+真假类）与所有预测数量之比

精确率（Precision）：将真类预测正确的数量（真正类）与所有预测为正确的数量（真正类、伪正类）之比

召回率（Recall）：将真类预测正确的数量（真正类）与所有真类的数量（真正类、伪假类）之比

AUC （ area under the curve ）。ROC曲线向下、向右与x、y轴的面积

ROC（receiver operating characteristic curve），利用FPR做横坐标，TPR做纵坐标，绘制曲线，其中FPR为假正例率，TPR真正例率，如下：

FPR：真正类的数量在所有预测为正类的数量的比例

TPR：伪正类的数量在所有预测为假类的数量的比例

F分数（F score）：精确率(Precision)和召回率(Recall)评估指标,理想情况下希望精确率和召回率都高，但一般情况下，精确率高，召回率就低，召回率高，精确率就低，所以在实际中需要做出取舍，例如：在保证召回率的条件下，尽量提升精确率。在癌症检测、地震检测、金融欺诈等情况下，需要先保证精确率再尽量提升召回率。

F-score，综合Precision和Recall的调和指标：

当β=1时，称为 F1 score，这时，精确率和召回率都很重要，权重相同。当精确率更重要时，那就调整β的值小于1，当召回率更重要时，那就调整β的值大于1。

F1 Score：

评分预测评价指标

均方误差MAE（Mean square error）

均方根误差RMAE （Root Mean Square Error）

预测评分关联指标

皮尔逊积距相关

斯皮尔曼等级相关

肯德尔等级相关
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# 总结与展望

## 6.1论文工作总结

当今飞速发展的互联网行业，带来的是大量数据的泛滥，在这个信息爆炸的时代，用户很难从海量的信息中找到自己真正感兴趣的东西，内容的提供商也难以将自己的生成信息推荐到真正感兴趣的用户面前，即我找不到我想要的东西，我想要的东西找不到我，这是一个互相选择的过程，唯一的区别在于，对于生产者，被选择意味着有经济效益，可以将经济效益用于再生产达到企业的发展过程。作为协同消费者（用户）与生产者（内容提供商）之间互相选择的中间服务，推荐系统也由此发展，通过不断学习用户的行为数据，挖掘用户的喜好；同时分析物品的相似性，归类物品分类，为物品找到合适的买家，推荐系统往往是由内容提供商来开发生成，为了提高用户对内容的喜好，利用本平台的数据来进行推荐，增强用户对平台的依赖性，提高平台的市场占有率。其中在各种推荐系统的算法中，协同过滤推荐算法已经被成功应用在亚马逊、YouTube、Hulu等知名网站中。
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