论高可靠性系统中软件容错技术的应用

# **摘要：**

2016年3月，我公司承担了国家某安全中心漏洞挖掘系统的开发工作，我在该项目中承担系统架构设计师的职务，主要负责系统的架构设计。该项目的主要目的是依托大数据平台从互联网流量中挖掘未知漏洞。

本文以漏洞挖掘系统为例，从多个角度对系统的可靠性进行了分析，重点讨论了两种软件容错技术。针对互联网流量的需要实时捕获，在流量捕获模块中采用了双机热备技术；针对漏洞数据需要永久存储不丢失，在数据存储方面采用了RAID5机制；针对漏洞识别的准确性，在漏洞判定部分采用了N版本程序设计方法；此次之外还对采取恢复块方法、防御式程序设计及集群部署等方法。通过以上多种措施，保证了系统的可靠性。目前系统已稳定运行一年多，从而验证了该项目采用可靠性技术的正确性。

# **正文：**

随着互联网的快速发展，网络上出现的安全问题越来越多，从互联网发展至今，已经爆发了众多的网络攻击事件，如网络蠕虫病毒感染、主机被控制、数据库被非法访问、非法电子银行转账等等。针对这些安全问题，很有必要开发一种web漏洞的发现和利用技术。2016年3月我公司承接了国家某安全中心漏洞挖掘系统的开发工作。该项目通过对互联网中的流量进行特征分析，从中提取出相关的攻击内容，并将这些内容存储到大数据平台，结合大数据分析技术，对攻击者进行跟踪分析，从而捕获出未知漏洞。通过这种漏洞挖掘技术可以极大的解决大数据，大流量背景下web攻击入侵，帮助用户做好“事中”的安全工作，协助安全厂商对互联网攻击进行针对性过滤。

系统在整体架构上采用了面向服务的架构SOA。前端采用了PHP进行开发，后台流量分析工作采用运行性较教高的c语言在Linux服务器上开发，流量包存储使用了企业磁盘阵列，数据存储采用了mysql。通过将系统拆分为多个子模块，各个子模块的构建上用服务进行了封装，它们之间通过消息进行通信。经过对客户需求的分析，我将该系统拆分为了流量捕获模块（负责从互联网中捕获流量）、pcap文件存储模块（负责将互联网中的流量存储到大数据平台）、流量分析模块（负责对流量进行分析验证）、数据库模块（负责漏洞数据的存储）和web管理模块（负责下发漏洞规则和查看漏洞信息）。

按照合同规定该项目开发工作必须在一年内完成，在保证系统功能及性能的基础上，对系统的可靠性提出了要求。在可靠性方面要求：1. 实时捕获流量要求系统出现故障宕机不能超过5分钟；2. 系统提取出的漏洞及对应的流量不能丢失；3. 系统对漏洞识别准确率需要达到90%以上。

系统的可靠性是系统在规定时间内及规定的环境条件下，完成规定功能的能力，也就是系统无故障运行的概率。为了保证系统的可靠性，必须采取相应的容错机制。容错技术分为结构冗余、信息冗余、时间冗余等。其中结构冗余包括硬件冗余和软件冗余。信息冗余是通过校验码来实现，时间冗余通过重复多次进行相同的计算来实现。提高系统可靠性的技术主要有N版本程序设计、恢复块方法、防卫式程序设计、双机热备、集群技术及冗余设计。项目中我根据客户对系统可靠性的要求从以下几个方面进行了分析。

针对系统需要实时捕获流量，流量捕获系统7\*24小时正常运行。我们在流量捕获模块采用了双机热备。在系统中部署两台流量捕获系统，一台作为主流量捕获系统，一台作为备用系统，两个系统之间通过心跳线连接。当流量捕获主系统出现故障的时候，立即将流量捕获工作切换到备用系统中，实现了系统的无缝切换，从而保证系统的可靠性。针对捕获的有价值漏洞原始数据和漏洞数据不丢失，我对数据存储采取了企业磁盘阵列，采用了raid5 N+1网络存储技术，即便磁盘坏了一个，也可以进行恢复。由于每天需要处理的网络流量大约30TB，在这里我们才用了5台10TB硬盘挂载到服务器上。除硬件上采取的措施外，软件上我们也做了特别的容错技术来提高系统的可靠性。下面从软件容错的两种方法详细讨论它在可靠性的中应用。

N版本程序设计

N版本程序设计的思想是相同的需求，使用不同的人来做设计和编码。开发出几个不同的版本，各自验证正确后，通过表决器比较各个版本执行的结果。采用少数服从多少的策略，这样可以将某个偶然出现的错误屏蔽掉，这种方法实时性非常高，实现代价也比较大。一般只会用在程序模块的重要性特别高，一旦计算错误将会出现严重后果的模块。在本项目中，考虑到本项目开发人员的紧缺性，使用该方法虽然可以提高漏洞识别率，但是将增加项目成本。而客户又对漏洞判定的准确性提出了很高的要求。基于以上考虑，我将系统中特别重要的漏洞判别模块采用了该方法，在本项目针对sql注入漏洞的判别，不同的安全开发工程师都有各自不同的理解及各自的判定方法，通过将判定工作分给三名安全开发工程师进行背对背开发，开发出三个不同版本的漏洞判定程序，每个程序对漏洞判定都设定了高危（积分为5分）、风险（积分为3分）和未知（积分为1分）和安全（积分为0分）4个不同级别。当3个版本的总积分大于等于8分则认定为高危漏洞；当总积分小于4分认定为安全。通过该方法大大提高了漏洞的识别率。

恢复块方法

恢复块方法的思想是首先设计好几个备用块，选取其中一个作为主块。首先执行主块，当主块执行不合格后，再执行后备块1，后备块1执行不合格，再执行后备块2，依次类推，直到输出正确结果为止。它是一种后向恢复的策略（将系统恢复到一个正确的状态，继续执行），其特点是由于主块可能执行不合格，可能要执行多个恢复块，故实时性比较差。这种方法对验证模块的正确性要求也非常高，实现代价也比较大。在该项目中，由于系统对流量的处理要求在12小时内处理完成，对系统的实时性要求不是很高。在该项目中进行流量抓包的时候，可能捕获到异常的包，有的甚至不是一个完整的http请求，程序在处理这类异常包的时候，只对能获取五元组的数据包进行分析。在使用恢复块方法中，主块用于处理完整的http请求，并根据请求的动作和漏洞规则匹配输出正确结果；后备块1用于处理只有http请求的包，根据请求规则例如sql注入、xss跨站攻击等行为进行匹配输出，输出正确结果，后备块2用于处理只有http响应的包，根据响应的规则例如数据库账号，进行匹配输出，后备块3用于处理其他异常的包，并进行五元组统计。通过该中方法，大大提高了系统的可靠性。

除了以上几个方面的考虑外，对整个系统采用了防卫式程序设计、防御式编程技术，同时也考虑了集群技术。在指定预算的情况下，针对系统的性能，对使用高性能主机和使用分布式集群进行了思考。但是考虑到系统的可扩展性及可靠性，我使用了分布式集群技术。通过使用消息队列，对流量分析模块进行了分布式部署，各个模块通过从消息队列中取出消息进行处理。通过使用该分布式集群部署流量分析模块，当其中一台服务器出现故障的时候，其他服务器还可以从消息队列中取出消息进行处理，避免了因为服务器单点故障导致系统性能及可靠性下降。除了采取以上的措施外，我们还通过加强测试，增加检查机制来保证系统的可靠性。

该项目开发工作于2016年8月完工，系统上线后，我们的安全分析人员和客户使用该系统对互联网流量进行漏洞挖掘，一共产生了150种以上的web流量攻击流量特征和5个未知web漏洞。在国家某安全中心网研室的其他项目中起到了支撑作用，尤其是某变量覆盖漏洞、某文件写入漏洞，某sql注入漏洞在项目使用过程中取得了一定得效果，得到了好评。为开展互联网安全事件得防御、发现、预警和协调处置等工作提供了数据依据，更好的维护了国家公共互联网安全，保障基础信息网络和重要信息系统的安全运行。

在项目开发完成进行漏洞挖掘期间，系统的运行非常好，除了常规系统维护，很少出现系统故障，满足了客户对系统的可靠性要求。该项目在保证系统可靠性方面使用了双机热备、RAID5磁盘阵列、N版本程序设计、恢复块方法、防御式程序设计及集群技术。经过验证，这些措施都十分正确的。
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