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# **Тема**

Методы решения задач линейной алгебры

# **Задание**

1.1. Реализовать алгоритм LU - разложения матриц (с выбором главного элемента) в виде программы. Используя разработанное программное обеспечение, решить систему линейных алгебраических уравнений (СЛАУ). Для матрицы СЛАУ вычислить определитель и обратную матрицу.

![](data:image/x-wmf;base64,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)

1.2. Реализовать метод прогонки в виде программы, задавая в качестве входных данных ненулевые элементы матрицы системы и вектор правых частей. Используя разработанное программное обеспечение, решить СЛАУ с трехдиагональной матрицей.

![](data:image/x-wmf;base64,183GmgAAAAAAAIASwAsACQAAAABRRwEACQAAA9ADAAACABcAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAuAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7////9AEgAAfwsAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAIXAAAA+wKA/gAAAAAAAJABAAAAzAACABBUaW1lcyBOZXcgUm9tYW4gQ3lyAMzdBAAAAC0BAAAKAAAAMgqBAd0AAgAAADEzwADAAAkAAAAyCoEBywUBAAAANQDAAAoAAAAyCoEBNAsCAAAANjbAAMAACQAAADIKwQMeAgEAAAA0AMAACQAAADIKwQNyBgEAAAA5AMAACQAAADIKwQPbCgEAAAA1AMAACgAAADIKwQO6EAIAAAA0N8AAwAAKAAAAMgpgBu0EAgAAADEywADAAAkAAAAyCmAGFAoBAAAANgDAAAoAAAAyCmAGiQ8CAAAANDPAAMAACQAAADIKoAj1AAEAAAA2AMAACgAAADIKoAhSBQIAAAAyMMAAwAAJAAAAMgqgCG8KAQAAADUAwAAKAAAAMgqgCMMPAgAAADc0wADAAAkAAAAyCuAK9QABAAAANADAAAkAAAAyCuAKYAUBAAAANQDAAAoAAAAyCuAKwQkCAAAAMTTAAMAAFwAAAPsCIP8AAAAAAACQAQAAAMwAAgAQVGltZXMgTmV3IFJvbWFuIEN5cgDM3QQAAAAtAQEABAAAAPABAAAJAAAAMgrhAdYDAQAAADEAcAAJAAAAMgrhARIIAQAAADIAcAAJAAAAMgohBG8EAQAAADEAcAAJAAAAMgohBNEIAQAAADIAcAAJAAAAMgohBCINAQAAADMAcAAJAAAAMgrABu8CAQAAADIAcAAJAAAAMgrABgwIAQAAADMAcAAJAAAAMgrABmcMAQAAADQAcAAJAAAAMgoACUgDAQAAADMAcAAJAAAAMgoACWUIAQAAADQAcAAJAAAAMgoACa8MAQAAADUAcAAJAAAAMgpAC1QDAQAAADQAcAAJAAAAMgpAC6AHAQAAADUAcAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAJAAAAMgqBAX8CAQAAANcAYAAJAAAAMgqBAbYEAQAAAC0A0wAJAAAAMgqBAa0GAQAAANcAYAAJAAAAMgqBAR8JAQAAAD0A0wAJAAAAMgqBAWEKAQAAAC0A0wAJAAAAMgrBA/0AAQAAAC0A0wAJAAAAMgrBAxgDAQAAANcAYAAJAAAAMgrBA1AFAQAAACsA0wAJAAAAMgrBA2wHAQAAANcAYAAJAAAAMgrBA8YJAQAAAC0A0wAJAAAAMgrBA70LAQAAANcAYAAJAAAAMgrBA6UOAQAAAD0A0wAJAAAAMgrBA+cPAQAAAC0A0wAJAAAAMgpgBv0AAQAAAC0A0wAJAAAAMgpgBuQDAQAAAC0A0wAJAAAAMgpgBqcGAQAAANcAYAAJAAAAMgpgBvMIAQAAAC0A0wAJAAAAMgpgBgILAQAAANcAYAAJAAAAMgpgBnQNAQAAAD0A0wAJAAAAMgpgBrYOAQAAAC0A0wAJAAAAMgqgCOMBAQAAANcAYAAJAAAAMgqgCDAEAQAAACsA0wAJAAAAMgqgCAAHAQAAANcAYAAJAAAAMgqgCFoJAQAAAC0A0wAJAAAAMgqgCFELAQAAANcAYAAJAAAAMgqgCK4NAQAAAD0A0wAJAAAAMgqgCPAOAQAAAC0A0wAJAAAAMgrgCu8BAQAAANcAYAAJAAAAMgrgCkoEAQAAACsA0wAJAAAAMgrgCkIGAQAAANcAYAAJAAAAMgrgCp8IAQAAAD0A0wAJAAAAMgqkATsAAQAAAOwAvAAJAAAAMgqABjsAAQAAAO0AvAAJAAAAMgoXAzsAAQAAAO8AvAAJAAAAMgqMBDsAAQAAAO8AvAAJAAAAMgpcBTsAAQAAAO8AvAAJAAAAMgpdCzsAAQAAAO4AvAAJAAAAMgr2BzsAAQAAAO8AvAAJAAAAMgprCTsAAQAAAO8AvAAJAAAAMgrgCjsAAQAAAO8AvAAXAAAA+wKA/gAAAAAAAJABAQAAzAACABBUaW1lcyBOZXcgUm9tYW4gQ3lyAMzdBAAAAC0BAQAEAAAA8AEAAAkAAAAyCoEBKwMBAAAAeACoAAkAAAAyCoEBWQcBAAAAeACoAAkAAAAyCsEDxAMBAAAAeACoAAkAAAAyCsEDGAgBAAAAeACoAAkAAAAyCsEDaQwBAAAAeACoAAkAAAAyCmAGNgIBAAAAeACoAAkAAAAyCmAGUwcBAAAAeACoAAkAAAAyCmAGrgsBAAAAeACoAAkAAAAyCqAIjwIBAAAAeACoAAkAAAAyCqAIrAcBAAAAeACoAAkAAAAyCqAI/QsBAAAAeACoAAkAAAAyCuAKmwIBAAAAeACoAAkAAAAyCuAK7gYBAAAAeACoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)

1.3. Реализовать метод простых итераций и метод Зейделя в виде программ, задавая в качестве входных данных матрицу системы, вектор правых частей и точность вычислений. Используя разработанное программное обеспечение, решить СЛАУ. Проанализировать количество итераций, необходимое для достижения заданной точности.

![](data:image/x-wmf;base64,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)

1.4. Реализовать метод вращений в виде программы, задавая в качестве входных данных матрицу и точность вычислений. Используя разработанное программное обеспечение, найти собственные значения и собственные векторы симметрических матриц. Проанализировать зависимость погрешности вычислений от числа итераций.

![](data:image/x-wmf;base64,183GmgAAAAAAAAAIAAcBCQAAAAAQUQEACQAAA1kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAcACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACxAQqGTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKkgUkBwEAAAD3eQgAAAAyCiIEJAcBAAAA93kIAAAAMgqyAiQHAQAAAPd5CAAAADIKiAYkBwEAAAD4eQgAAAAyCrwBJAcBAAAA9nkIAAAAMgqSBS4AAQAAAOd5CAAAADIKIgQuAAEAAADneQgAAAAyCrICLgABAAAA53kIAAAAMgqIBi4AAQAAAOh5CAAAADIKvAEuAAEAAADmeQgAAAAyCuADBAMBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ATFP1d1VT9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgogBkwGAQAAADJ5CAAAADIKIAaOAwEAAAAxeQgAAAAyCiAG5gABAAAAM3kIAAAAMgrgA0YGAQAAADF5CAAAADIK4AMkBAEAAAA0eQgAAAAyCuAD4gABAAAANXkIAAAAMgqgAU0GAQAAADN5CAAAADIKoAGRAwEAAAA1eQgAAAAyCqAB4gABAAAANXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

1.5. Реализовать алгоритм QR – разложения матриц в виде программы. На его основе разработать программу, реализующую QR – алгоритм решения полной проблемы собственных значений произвольных матриц, задавая в качестве входных данных матрицу и точность вычислений. С использованием разработанного программного обеспечения найти собственные значения матрицы.

![](data:image/x-wmf;base64,183GmgAAAAAAAOAJAAcBCQAAAADwUAEACQAAA4EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAfgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCQAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACoAwpFTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKkgUWCQEAAAD3eQgAAAAyCiIEFgkBAAAA93kIAAAAMgqyAhYJAQAAAPd5CAAAADIKiAYWCQEAAAD4eQgAAAAyCrwBFgkBAAAA9nkIAAAAMgqSBS4AAQAAAOd5CAAAADIKIgQuAAEAAADneQgAAAAyCrICLgABAAAA53kIAAAAMgqIBi4AAQAAAOh5CAAAADIKvAEuAAEAAADmeQgAAAAyCiAGLQcBAAAALXkIAAAAMgrgAyoHAQAAAC15CAAAADIK4APxAwEAAAAteQgAAAAyCuAD7gABAAAALXkIAAAAMgqgASQHAQAAAC15CAAAADIKoAHuAwEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAGQQgBAAAAM3kIAAAAMgogBm8EAQAAADd5CAAAADIKIAZaAQEAAAAyeQgAAAAyCuADPggBAAAANXkIAAAAMgrgA/8EAQAAADh5CAAAADIK4APkAQEAAAAxeQgAAAAyCqABPggBAAAANnkIAAAAMgqgAQIFAQAAADV5CAAAADIKoAFXAQEAAAA1eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

# **Теория**

**LU – разложение** матрицы A представляет собой разложение матрицы A в произведение нижней и верхней треугольных матриц, т.е. A = LU, где L - нижняя треугольная матрица (матрица, у которой все элементы, находящиеся выше главной диагонали равны нулю, l ij = 0 при i < j ), U - верхняя треугольная матрица (матрица, у которой все элементы, находящиеся ниже главной диагонали равны нулю, u ij = 0 при i > j ). В дальнейшем LU – разложение может быть эффективно использовано при решении систем линейных алгебраических уравнений вида Ax = b.
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Методы последовательных приближений, в которых при вычислении последующего приближения решения используются предыдущие, уже известные приближенные решения, называются **итерационными.**
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Для сходимости итерационного процесса необходимо и достаточно, чтобы спектр матрицы α эквивалентной системы лежал внутри круга с радиусом, равным единице.

Метод простых итераций довольно медленно сходится. Для его ускорения существует **метод Зейделя**, заключающийся в том, что при вычислении компонента вектора неизвестных на (k+1)-й итерации используются x1k+1, x2k+1, …, xi-1k+1, уже вычисленные на (k+1)-й итерации.
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При решении полной проблемы собственных значений для несимметричных матриц эффективным является подход, основанный на приведении матриц к подобным, имеющим треугольный или квазитреугольный вид. Одним из наиболее распространенных методов этого класса является **QR-алгоритм**, позволяющий находить как вещественные, так и комплексные собственные значения.

В основе QR-алгоритма лежит представление матрицы в виде A = QR , где Q-ортогональная матрица, а R - верхняя треугольная. Такое разложение существует для любой квадратной матрицы. Одним из возможных подходов к построению QR разложения является использование преобразования Хаусхолдера, позволяющего обратить в нуль группу поддиагональных элементов столбца матрицы.

# **Х****од лабораторной работы**

Код был реализован на языке C++, до этого мной был уже написан класс matrix с необходимыми методами

#ifndef MATRIX\_H

#define MATRIX\_H

#include <vector>

#include <map>

#include <utility>

#include <memory>

#include <cmath>

#include <string>

#include <fstream>

#include <complex>

namespace numeric {

template<class T>

class EigenResult {

public:

std::vector<T> eigenValues;

std::vector<std::vector<T>> eigenVectors;

explicit EigenResult(size\_t size) : eigenValues(size), eigenVectors(size, std::vector<T>(size)) {}

};

template<class T, template<typename> class Container = std::vector>

class AbstractMatrix {

protected:

size\_t \_rows;

size\_t \_cols;

public:

virtual ~AbstractMatrix() = default;

virtual size\_t rows() const;

virtual size\_t cols() const;

virtual Container<T> &operator[](size\_t i) = 0;

virtual const Container<T> &operator[](size\_t i) const = 0;

};

template<class T, template<typename> class Container>

size\_t AbstractMatrix<T, Container>::rows() const {

return \_rows;

}

template<class T, template<typename> class Container>

size\_t AbstractMatrix<T, Container>::cols() const {

return \_cols;

}

template<class T>

class Matrix : public AbstractMatrix<T, std::vector> {

protected:

std::vector<std::vector<T>> data;

size\_t \_rows;

size\_t \_cols;

public:

explicit Matrix(const std::vector<std::vector<T>> &data);

explicit Matrix(size\_t rows, size\_t cols);

Matrix(const Matrix &other);

Matrix<T> &operator=(const Matrix &other);

Matrix<T> &operator+=(const Matrix<T> &rhs);

Matrix<T> &operator-=(const Matrix<T> &rhs);

Matrix<T> &operator\*=(const Matrix<T> &rhs);

size\_t rows() const override;

size\_t cols() const override;

std::vector<T> &operator[](size\_t i);

const std::vector<T> &operator[](size\_t i) const;

Matrix<T> transpose() const ;

~Matrix() override;

static Matrix<T> eye(size\_t size);

};

template<class T>

class SquareMatrix : public AbstractMatrix<T, std::vector> {

private:

std::vector<std::vector<T>> data;

size\_t size;

public:

explicit SquareMatrix(const std::vector<std::vector<T>> &data);

explicit SquareMatrix(size\_t size);

SquareMatrix(const SquareMatrix &other);

SquareMatrix<T> &operator=(const SquareMatrix &other);

SquareMatrix<T> &operator+=(const SquareMatrix<T> &rhs);

SquareMatrix<T> &operator-=(const SquareMatrix<T> &rhs);

SquareMatrix<T> &operator\*=(const SquareMatrix<T> &rhs);

size\_t rows() const override;

size\_t cols() const override;

std::vector<T> &operator[](size\_t i);

const std::vector<T> &operator[](size\_t i) const;

SquareMatrix<T> transpose() const;

explicit operator Matrix<T>() const;

~SquareMatrix() override;

};

template<class T>

SquareMatrix<T>::operator Matrix<T>() const {

Matrix<T> result(this->size, this->size);

for (size\_t i = 0; i < this->size; ++i) {

for (size\_t j = 0; j < this->size; ++j) {

result[i][j] = this->data[i][j];

}

}

return result;

}

template<class T>

SquareMatrix<T> &SquareMatrix<T>::operator=(const SquareMatrix &other) {

if (this != &other) {

data = other.data;

size = other.size;

}

return \*this;

}

template<class T>

SquareMatrix<T>::SquareMatrix(const SquareMatrix &other) : data(other.data), size(other.cols()) {

}

template<class T>

Matrix<T> &Matrix<T>::operator=(const Matrix &other) {

if (this != &other) {

data = other.data;

\_rows = other.\_rows;

\_cols = other.\_cols;

}

return \*this;

}

template<class T>

Matrix<T>::Matrix(const Matrix &other) : data(other.data), \_rows(other.\_rows), \_cols(other.\_cols) {

}

template<typename T>

class Row {

private:

std::map<size\_t, T> row\_data;

public:

T &operator[](size\_t col) {

return row\_data[col];

}

const T &operator[](size\_t col) const {

auto it = row\_data.find(col);

if (it != row\_data.end()) {

return it->second;

}

static const T defaultValue{};

return defaultValue;

}

};

template<class T>

class SparseMatrix : public AbstractMatrix<T, Row> {

private:

size\_t \_rows;

size\_t \_cols;

std::map<size\_t, Row<T>> data;

public:

explicit SparseMatrix(size\_t rows, size\_t cols);

SparseMatrix(const SparseMatrix &other);

SparseMatrix<T> &operator=(const SparseMatrix &other);

SparseMatrix<T> &operator+=(const SparseMatrix<T> &rhs);

SparseMatrix<T> &operator-=(const SparseMatrix<T> &rhs);

SparseMatrix<T> &operator\*=(const SparseMatrix<T> &rhs);

size\_t rows() const override;

size\_t cols() const override;

Row<T> &operator[](size\_t row) override;

const Row<T> &operator[](size\_t row) const override;

SparseMatrix<T> transpose() const;

~SparseMatrix() override;

};

template<class T>

Matrix<T>::Matrix(size\_t rows, size\_t cols) : data(rows, std::vector<T>(cols)), \_rows(rows), \_cols(cols) {

}

template<class T>

Matrix<T>::Matrix(const std::vector<std::vector<T>> &data)

: data(data), \_rows(data.size()), \_cols(data.begin()->size()) {

}

template<class T>

size\_t Matrix<T>::rows() const {

return \_rows;

}

template<class T>

size\_t Matrix<T>::cols() const {

return \_cols;

}

template<class T>

std::vector<T> &Matrix<T>::operator[](size\_t i) {

return data[i];

}

template<class T>

const std::vector<T> &Matrix<T>::operator[](size\_t i) const {

return data[i];

}

template<class T>

Matrix<T> Matrix<T>::transpose() const {

Matrix<T> transposedMatrix(\_cols, \_rows);

for (size\_t i = 0; i < rows(); ++i) {

for (size\_t j = 0; j < cols(); ++j) {

transposedMatrix[j][i] = (\*this)[i][j];

}

}

return transposedMatrix;

}

template<class T>

Matrix<T>::~Matrix() = default;

template<class T>

Matrix<T> Matrix<T>::eye(size\_t size) {

Matrix<T> matrix(size, size);

for(int i = 0; i < size; ++i) {

matrix[i][i] = 1;

}

return matrix;

}

template<class T>

Matrix<T> operator+(const Matrix<T> &lhs, const Matrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

Matrix<T> result(lhs.rows(), lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] + rhs[i][j];

}

}

return result;

}

template<class T>

std::vector<T> operator\*(const std::vector<T> &vec, T scalar) {

std::vector<T> result(vec.size());

for (size\_t i = 0; i < vec.size(); ++i) {

result[i] = vec[i] \* scalar;

}

return result;

}

template<class T>

std::vector<T> operator\*(T scalar, const std::vector<T> &vec) {

return vec \* scalar;

}

template<class T>

Matrix<T> operator-(const Matrix<T> &lhs, const Matrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for subtraction.");

}

Matrix<T> result(lhs.rows(), lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] - rhs[i][j];

}

}

return result;

}

template<class T>

Matrix<T> operator\*(const Matrix<T> &lhs, const Matrix<T> &rhs) {

if (lhs.cols() != rhs.rows()) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second.");

}

Matrix<T> result(lhs.rows(), rhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < rhs.cols(); ++j) {

T sum = T();

for (size\_t k = 0; k < lhs.cols(); ++k) {

sum += lhs[i][k] \* rhs[k][j];

}

result[i][j] = sum;

}

}

return result;

}

template<class T>

Matrix<T> operator\*(const Matrix<T> &matrix, T scalar) {

Matrix<T> result(matrix.rows(), matrix.cols());

for (size\_t i = 0; i < matrix.rows(); ++i) {

for (size\_t j = 0; j < matrix.cols(); ++j) {

result[i][j] = matrix[i][j] \* scalar;

}

}

return result;

}

template<class T>

Matrix<T> operator\*(T scalar, const Matrix<T> &matrix) {

return matrix \* scalar;

}

template<class T>

Matrix<T> operator/(const Matrix<T> &matrix, T scalar) {

if(scalar == 0) {

throw std::invalid\_argument("Zero division");

}

Matrix<T> result(matrix.rows(), matrix.cols());

for (size\_t i = 0; i < matrix.rows(); ++i) {

for (size\_t j = 0; j < matrix.cols(); ++j) {

result[i][j] = matrix[i][j] / scalar;

}

}

return result;

}

template<class T>

std::vector<T> operator\*(const Matrix<T> &matrix, const std::vector<T> &vec) {

if (matrix.cols() != vec.size()) {

throw std::invalid\_argument("The number of columns in the matrix must match the size of the vector.");

}

std::vector<T> result(matrix.rows(), T());

for (size\_t i = 0; i < matrix.rows(); ++i) {

for (size\_t k = 0; k < matrix.cols(); ++k) {

result[i] += matrix[i][k] \* vec[k];

}

}

return result;

}

template<class T>

std::vector<T> operator\*(const std::vector<T> &vec, const Matrix<T> &matrix) {

if (vec.size() != matrix.rows()) {

throw std::invalid\_argument("The size of the vector must match the number of rows in the matrix.");

}

std::vector<T> result(matrix.cols(), T());

for (size\_t j = 0; j < matrix.cols(); ++j) {

for (size\_t i = 0; i < matrix.rows(); ++i) {

result[j] += vec[i] \* matrix[i][j];

}

}

return result;

}

template<class T>

Matrix<T> &Matrix<T>::operator+=(const Matrix<T> &rhs) {

if (\_rows != rhs.\_rows || \_cols != rhs.\_cols) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < \_cols; ++j) {

data[i][j] += rhs.data[i][j];

}

}

return \*this;

}

template<class T>

Matrix<T> &Matrix<T>::operator-=(const Matrix<T> &rhs) {

if (\_rows != rhs.\_rows || \_cols != rhs.\_cols) {

throw std::invalid\_argument("Matrix dimensions must match for subtraction.");

}

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < \_cols; ++j) {

data[i][j] -= rhs.data[i][j];

}

}

return \*this;

}

template<class T>

Matrix<T> &Matrix<T>::operator\*=(const Matrix<T> &rhs) {

if (\_cols != rhs.\_rows) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second for multiplication.");

}

Matrix<T> result(\_rows, rhs.\_cols);

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < rhs.\_cols; ++j) {

for (size\_t k = 0; k < \_cols; ++k) {

result.data[i][j] += data[i][k] \* rhs.data[k][j];

}

}

}

\*this = std::move(result);

return \*this;

}

template<class T>

SquareMatrix<T>::SquareMatrix(const std::vector<std::vector<T>> &data) : data(data), size(data.size()) {

if (data.size() != data.begin()->size()) {

throw std::invalid\_argument("Not square matrix");

}

}

template<class T>

SquareMatrix<T>::SquareMatrix(size\_t size) : size(size), data(size, std::vector<T>(size)) {

}

template<class T>

size\_t SquareMatrix<T>::rows() const {

return size;

}

template<class T>

size\_t SquareMatrix<T>::cols() const {

return size;

}

template<class T>

std::vector<T> &SquareMatrix<T>::operator[](size\_t i) {

return data[i];

}

template<class T>

const std::vector<T> &SquareMatrix<T>::operator[](size\_t i) const {

return data[i];

}

template<class T>

SquareMatrix<T> SquareMatrix<T>::transpose() const {

SquareMatrix<T> transposedMatrix(size);

for (size\_t i = 0; i < rows(); ++i) {

for (size\_t j = 0; j < cols(); ++j) {

transposedMatrix[j][i] = (\*this)[i][j];

}

}

return transposedMatrix;

}

template<class T>

SquareMatrix<T>::~SquareMatrix() = default;

template<class T>

SquareMatrix<T> operator+(const SquareMatrix<T> &lhs, const SquareMatrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

SquareMatrix<T> result(lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] + rhs[i][j];

}

}

return result;

}

template<class T>

SquareMatrix<T> operator-(const SquareMatrix<T> &lhs, const SquareMatrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for subtraction.");

}

SquareMatrix<T> result(lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] - rhs[i][j];

}

}

return result;

}

template<class T>

SquareMatrix<T> operator\*(const SquareMatrix<T> &lhs, const SquareMatrix<T> &rhs) {

if (lhs.cols() != rhs.rows()) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second.");

}

SquareMatrix<T> result(rhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < rhs.cols(); ++j) {

T sum = T();

for (size\_t k = 0; k < lhs.cols(); ++k) {

sum += lhs[i][k] \* rhs[k][j];

}

result[i][j] = sum;

}

}

return result;

}

template<class T>

SquareMatrix<T> &SquareMatrix<T>::operator+=(const SquareMatrix<T> &rhs) {

if (size != rhs.size || size != rhs.size) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

for (size\_t i = 0; i < size; ++i) {

for (size\_t j = 0; j < size; ++j) {

data[i][j] += rhs[i][j];

}

}

return \*this;

}

template<class T>

SquareMatrix<T> &SquareMatrix<T>::operator-=(const SquareMatrix<T> &rhs) {

if (size != rhs.size || size != rhs.size) {

throw std::invalid\_argument("Matrix dimensions must match for subtraction.");

}

for (size\_t i = 0; i < size; ++i) {

for (size\_t j = 0; j < size; ++j) {

data[i][j] -= rhs[i][j];

}

}

return \*this;

}

template<class T>

SquareMatrix<T> &SquareMatrix<T>::operator\*=(const SquareMatrix<T> &rhs) {

if (size != rhs.size) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second for multiplication.");

}

SquareMatrix<T> result(size);

for (size\_t i = 0; i < size; ++i) {

for (size\_t j = 0; j < rhs.size; ++j) {

for (size\_t k = 0; k < size; ++k) {

result.data[i][j] += data[i][k] \* rhs.data[k][j];

}

}

}

\*this = std::move(result);

return \*this;

}

template<class T>

SparseMatrix<T>::SparseMatrix(size\_t rows, size\_t cols) : \_rows(rows), \_cols(cols) {

}

template<class T>

size\_t SparseMatrix<T>::rows() const {

return \_rows;

}

template<class T>

size\_t SparseMatrix<T>::cols() const {

return \_cols;

}

template<class T>

Row<T> &SparseMatrix<T>::operator[](size\_t row) {

return data[row];

}

template<class T>

const Row<T> &SparseMatrix<T>::operator[](size\_t row) const {

auto it = data.find(row);

if (it != data.end()) {

return it->second;

} else {

static const Row<T> emptyRow{};

return emptyRow;

}

}

template<typename T>

T operator\*(const std::vector<T>& v1, const std::vector<T>& v2) {

if (v1.size() != v2.size()) {

throw std::invalid\_argument("Vectors must be of the same length.");

}

T result = 0;

for (size\_t i = 0; i < v1.size(); ++i) {

result += v1[i] \* v2[i];

}

return result;

}

template<class T>

SparseMatrix<T> SparseMatrix<T>::transpose() const {

SparseMatrix<T> transposedMatrix(cols(), rows());

for (size\_t i = 0; i < rows(); ++i) {

for (size\_t j = 0; j < cols(); ++j) {

transposedMatrix[j][i] = (\*this)[i][j];

}

}

return transposedMatrix;

}

template<class T>

SparseMatrix<T>::~SparseMatrix() = default;

template<class T>

SparseMatrix<T> operator+(const SparseMatrix<T> &lhs, const SparseMatrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

SparseMatrix<T> result(lhs.rows(), lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] + rhs[i][j];

}

}

return result;

}

template<class T>

SparseMatrix<T> operator-(const SparseMatrix<T> &lhs, const SparseMatrix<T> &rhs) {

if (lhs.rows() != rhs.rows() || lhs.cols() != rhs.cols()) {

throw std::invalid\_argument("Matrix dimensions must match for subtraction.");

}

SparseMatrix<T> result(lhs.rows(), lhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < lhs.cols(); ++j) {

result[i][j] = lhs[i][j] - rhs[i][j];

}

}

return result;

}

template<class T>

SparseMatrix<T> operator\*(const SparseMatrix<T> &lhs, const SparseMatrix<T> &rhs) {

if (lhs.cols() != rhs.rows()) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second.");

}

SparseMatrix<T> result(lhs.rows(), rhs.cols());

for (size\_t i = 0; i < lhs.rows(); ++i) {

for (size\_t j = 0; j < rhs.cols(); ++j) {

T sum = T();

for (size\_t k = 0; k < lhs.cols(); ++k) {

sum += lhs[i][k] \* rhs[k][j];

}

result[i][j] = sum;

}

}

return result;

}

template<typename T>

Matrix<T> outerProduct(const std::vector<T>& v1, const std::vector<T>& v2) {

Matrix<T> matrix(v1.size(), v2.size());

for (size\_t i = 0; i < v1.size(); ++i) {

for (size\_t j = 0; j < v2.size(); ++j) {

matrix[i][j] = v1[i] \* v2[j];

}

}

return matrix;

}

template<class T>

SparseMatrix<T>::SparseMatrix(const SparseMatrix &other) : data(other.data), \_rows(other.\_rows),

\_cols(other.\_cols) {

}

template<class T>

SparseMatrix<T> &SparseMatrix<T>::operator=(const SparseMatrix &other) {

if (this != &other) {

data = other.data;

\_rows = other.\_rows;

\_cols = other.\_cols;

}

return \*this;

}

template<class T>

SparseMatrix<T> &SparseMatrix<T>::operator+=(const SparseMatrix<T> &rhs) {

if (\_rows != rhs.\_rows || \_cols != rhs.\_cols) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < \_cols; ++j) {

data[i][j] += rhs[i][j];

}

}

return \*this;

}

template<class T>

SparseMatrix<T> &SparseMatrix<T>::operator-=(const SparseMatrix<T> &rhs) {

if (\_rows != rhs.\_rows || \_cols != rhs.\_cols) {

throw std::invalid\_argument("Matrix dimensions must match for addition.");

}

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < \_cols; ++j) {

data[i][j] -= rhs[i][j];

}

}

return \*this;

}

template<class T>

SparseMatrix<T> &SparseMatrix<T>::operator\*=(const SparseMatrix<T> &rhs) {

if (\_cols != rhs.\_rows) {

throw std::invalid\_argument(

"The number of columns in the first matrix must match the number of rows in the second for multiplication.");

}

SparseMatrix<T> result(\_rows, rhs.\_cols);

for (size\_t i = 0; i < \_rows; ++i) {

for (size\_t j = 0; j < rhs.\_cols; ++j) {

for (size\_t k = 0; k < \_cols; ++k) {

result[i][j] += data[i][k] \* rhs[k][j];

}

}

}

\*this = std::move(result);

return \*this;

}

template<class T>

class LUMatrix {

private:

void init(const Matrix<T> &matrix);

public:

Matrix<T> L;

Matrix<T> U;

explicit LUMatrix(const Matrix<T> &matrix);

Matrix<T> solve();

T determinant();

};

template<class T>

T LUMatrix<T>::determinant() {

T deter = 1;

for (size\_t i = 0; i < U.rows(); ++i) {

deter \*= U[i][i];

}

return deter;

}

template<class T>

Matrix<T> LUMatrix<T>::solve() {

Matrix<T> result(U.rows(), U.cols() - U.rows());

for (int k = 0; k < U.cols() - U.rows(); ++k) {

for (int i = U.rows() - 1; i >= 0; --i) {

T sum = 0.0;

for (int j = i + 1; j < U.rows(); ++j) {

sum += U[i][j] \* result[j][k];

}

result[i][k] = (U[i][U.rows() + k] - sum) / U[i][i];

}

}

return result;

}

template<class T>

void LUMatrix<T>::init(const Matrix<T> &matrix) {

U = matrix;

for (size\_t i = 0; i < matrix.rows(); ++i) {

T max = 0;

size\_t row = i;

for (size\_t k = i; k < matrix.rows(); ++k) {

if (std::fabs(matrix[k][i]) > max) {

max = std::fabs(matrix[k][i]);

row = k;

}

}

std::swap(U[i], U[row]);

std::swap(L[i], L[row]);

L[i][i] = 1;

for (size\_t j = i + 1; j < matrix.rows(); ++j) {

double factor = U[j][i] / double(U[i][i]);

L[j][i] = factor;

for (size\_t k = i; k < matrix.cols(); ++k) {

U[j][k] -= factor \* U[i][k];

}

}

}

}

template<class T>

LUMatrix<T>::LUMatrix(const Matrix<T> &matrix) : L(matrix.rows(), matrix.cols()), U(matrix.rows(), matrix.cols()) {

init(matrix);

}

template<class T>

Matrix<T> inputMatrix(const std::string &path) {

std::ifstream fin(path);

size\_t n, m;

fin >> n >> m;

Matrix<T> matrix(n, m);

for (size\_t i = 0; i < n; ++i) {

for (size\_t j = 0; j < m; ++j) {

fin >> matrix[i][j];

}

}

return matrix;

}

template<class T>

std::vector<T> inputVector(const std::string &path) {

std::ifstream fin(path);

size\_t n;

fin >> n;

std::vector<T> vec(n);

for (size\_t i = 0; i < n; ++i) {

fin >> vec[i];

}

return vec;

}

template<class T>

void printMatrix(const AbstractMatrix<T> &matrix) {

for (size\_t i = 0; i < matrix.rows(); ++i) {

for (size\_t j = 0; j < matrix.cols(); ++j) {

std::cout << matrix[i][j] << "\t";

}

std::cout << "\n";

}

}

template<class T>

void printVector(const std::vector<T> &vector) {

for (size\_t i = 0; i < vector.size(); ++i)

std::cout << vector[i] << " ";

}

template<class T>

std::vector<T> tridiagonalSolve(const AbstractMatrix<T> &matrix, const std::vector<T> &b) {

size\_t n = matrix.rows();

if (matrix.cols() != n || b.size() != n) {

throw std::invalid\_argument("Matrix must be square and the size of vector b must match.");

}

std::vector<T> C(n, 0);

std::vector<T> D(n, 0);

std::vector<T> x(n);

C[0] = matrix[0][1] / matrix[0][0];

D[0] = b[0] / matrix[0][0];

for (size\_t i = 1; i < n; ++i) {

T m = 1 / (matrix[i][i] - matrix[i][i - 1] \* C[i - 1]);

C[i] = i < n - 1 ? matrix[i][i + 1] \* m : 0;

D[i] = (b[i] - matrix[i][i - 1] \* D[i - 1]) \* m;

}

x[n - 1] = D[n - 1];

for (int i = n - 2; i >= 0; --i) {

x[i] = D[i] - C[i] \* x[i + 1];

}

return x;

}

template<class T>

double norm(const AbstractMatrix<T> &matrix) {

double norm = 0;

for (size\_t i = 0; i < matrix.rows(); ++i) {

double currentSum = 0;

for (size\_t j = 0; j < matrix.cols(); ++j) {

currentSum += fabs(matrix[i][j]);

}

norm = fmax(currentSum, norm);

}

return norm;

}

template<class T>

double norm(const std::vector<T> &vector) {

double norm = 0;

for (size\_t i = 0; i < vector.size(); ++i) {

norm += pow(vector[i], 2);

}

return sqrt(norm);

}

template<class T>

std::vector<T> diffVector(const std::vector<T> &lhs, const std::vector<T> &rhs) {

if (lhs.size() != rhs.size())

throw std::invalid\_argument("invalid args");

std::vector<T> result(lhs.size());

for (size\_t i = 0; i < lhs.size(); ++i) {

result[i] = lhs[i] - rhs[i];

}

return result;

}

template<class T>

std::vector<T> iterationSolve(const AbstractMatrix<T> &matrix, const std::vector<T> &b, T eps) {

std::size\_t n = matrix.rows();

std::vector<T> beta(n, T());

Matrix<T> alpha(n, n);

for (std::size\_t i = 0; i < n; ++i) {

beta[i] = b[i] / matrix[i][i];

for (std::size\_t j = 0; j < n; ++j) {

if (i == j) {

alpha[i][j] = 0;

} else {

alpha[i][j] = -matrix[i][j] / matrix[i][i];

}

}

}

std::vector<T> x = beta;

std::vector<T> x\_next(n, T());

bool continueIteration = true;

double a = norm(alpha);

std::cout << "\nNorm of matrix:\n";

std::cout << a << "\n";

size\_t iter = 0;

while (continueIteration) {

continueIteration = false;

for (std::size\_t i = 0; i < n; ++i) {

T sum = beta[i];

for (std::size\_t j = 0; j < n; ++j) {

sum += alpha[i][j] \* x[j];

}

x\_next[i] = sum;

}

if (a < 1) {

if (a / (1 - a) \* norm(diffVector(x\_next, x)) > eps) {

continueIteration = true;

}

} else {

if (norm(diffVector(x\_next, x)) > eps) {

continueIteration = true;

}

}

x = x\_next;

++iter;

}

std::cout << "\nCount of iterations: " << iter << "\n";

return x;

}

template<class T>

std::vector<T> SeidelSolve(const AbstractMatrix<T> &matrix, const std::vector<T> &b, T eps) {

std::size\_t n = matrix.rows();

std::vector<T> beta(n, T());

Matrix<T> alpha(n, n);

Matrix<T> CMatrix(n, n);

for (std::size\_t i = 0; i < n; ++i) {

beta[i] = b[i] / matrix[i][i];

for (std::size\_t j = 0; j < n; ++j) {

if (i == j) {

alpha[i][j] = 0;

} else {

alpha[i][j] = -matrix[i][j] / matrix[i][i];

}

}

}

for(size\_t i = 0; i < n; ++i) {

for(size\_t j = i; j < n; ++j) {

CMatrix[i][j] = alpha[i][j];

}

}

std::vector<T> x = beta;

std::vector<T> x\_next(n, T());

bool continueIteration = true;

double a = norm(alpha);

double c = norm(CMatrix);

std::cout << "\nNorm of matrix:\n";

std::cout << a << "\n";

std::cout << "\nNorm of C matrix:\n";

std::cout << c << "\n";

size\_t iter = 0;

while (continueIteration) {

continueIteration = false;

x\_next = x;

for (std::size\_t i = 0; i < n; ++i) {

T sum = beta[i];

for (size\_t j = 0; j < n; ++j) {

sum += alpha[i][j] \* x\_next[j];

}

x\_next[i] = sum;

}

if (a < 1) {

if (c / (1 - a) \* norm(diffVector(x\_next, x)) > eps) {

continueIteration = true;

}

} else {

if (norm(diffVector(x\_next, x)) > eps) {

continueIteration = true;

}

}

x = x\_next;

++iter;

}

std::cout << "\nCount of iterations: " << iter << "\n";

return x;

}

template<class T>

void applyRotation(AbstractMatrix<T> &matrix, std::vector<std::vector<T>> &eigenVectors, size\_t p, size\_t q, T c, T s) {

size\_t n = matrix.rows();

for (size\_t i = 0; i < n; ++i) {

T mpi = matrix[i][p];

T mqi = matrix[i][q];

matrix[i][p] = c \* mpi + s \* mqi;

matrix[i][q] = -s \* mpi + c \* mqi;

T epi = eigenVectors[i][p];

T eqi = eigenVectors[i][q];

eigenVectors[i][p] = c \* epi + s \* eqi;

eigenVectors[i][q] = -s \* epi + c \* eqi;

}

for (size\_t j = 0; j < n; ++j) {

T mpj = matrix[p][j];

T mqj = matrix[q][j];

matrix[p][j] = c \* mpj + s \* mqj;

matrix[q][j] = -s \* mpj + c \* mqj;

}

}

template<class T>

EigenResult<T> findEigenvaluesAndEigenvectors(Matrix<T>& inputMatrix, double eps) {

size\_t n = inputMatrix.rows();

EigenResult<T> result(n);

auto& eigenVectors = result.eigenVectors;

auto& eigenValues = result.eigenValues;

Matrix<T> matrix = inputMatrix;

for (size\_t i = 0; i < n; ++i) {

eigenVectors[i][i] = 1;

}

double offDiagonalNorm;

do {

offDiagonalNorm = 0.0;

for (size\_t p = 0; p < n; ++p) {

for (size\_t q = p + 1; q < n; ++q) {

offDiagonalNorm += matrix[p][q] \* matrix[p][q];

}

}

if (sqrt(offDiagonalNorm) < eps)

break;

for (size\_t p = 0; p < n; ++p) {

for (size\_t q = p + 1; q < n; ++q) {

T apq = matrix[p][q];

if (fabs(apq) > eps) {

T app = matrix[p][p];

T aqq = matrix[q][q];

T tau = (aqq - app) / (2 \* apq);

T t = (tau / fabs(tau)) \* (1.0 / (fabs(tau) + sqrt(1.0 + tau \* tau)));

T c = 1 / sqrt(1 + t \* t);

T s = t \* c;

applyRotation(matrix, eigenVectors, p, q, c, s);

}

}

}

} while (true);

for (size\_t i = 0; i < n; ++i) {

eigenValues[i] = matrix[i][i];

}

return result;

}

template<class T>

class QRMatrix {

public:

Matrix<T> Q;

Matrix<T> R;

explicit QRMatrix(const Matrix<T>& matrix) : Q(Matrix<T>::eye(matrix.rows())), R(matrix) {

init();

}

private:

void init() {

size\_t m = R.rows();

size\_t n = R.cols();

for (size\_t j = 0; j < n - 1; ++j) {

T norm\_x = 0;

for (size\_t i = j; i < m; ++i) {

norm\_x += R[i][j] \* R[i][j];

}

norm\_x = std::sqrt(norm\_x);

std::vector<T> v(m, 0);

T alpha = R[j][j] > 0 ? -norm\_x : norm\_x;

for (size\_t i = j; i < m; ++i) {

v[i] = R[i][j] - ((i == j) ? alpha : 0);

}

Matrix<T> H = Matrix<T>::eye(n) - 2.0 \* (outerProduct(v, v) / (v \* v));

R = H \* R;

Q \*= H;

}

}

};

template<class T>

EigenResult<std::complex<T>> findEigenvaluesAndEigenvectorsByQR(Matrix<T>& inputMatrix, double eps1, double eps2) {

bool continueIteration = true;

Matrix<T> A = inputMatrix;

std::vector<std::complex<T>> prevEigenvalues(inputMatrix.cols());

while(continueIteration) {

QRMatrix<T> QR(A);

A = QR.R \* QR.Q;

for(int i = 0; i < A.cols(); ++i) {

T underDiagonal = 0;

for(int j = i + 1; j < A.rows(); ++j) {

underDiagonal += A[j][i] \* A[j][i];

}

underDiagonal = std::sqrt(underDiagonal);

if(i < A.cols() - 1 && underDiagonal > eps1) {

T a = A[i][i], b = A[i][i + 1], c = A[i + 1][i], d = A[i + 1][i + 1];

T tr = a + d;

T det = a \* d - b \* c;

T s = std::sqrt(std::abs(tr \* tr / 4 - det));

if (std::abs(std::complex<T>(tr / 2, s) - prevEigenvalues[i]) < eps2) {

continueIteration = false;

}

prevEigenvalues[i] = std::complex<T>(tr / 2, s);

} else if(i < A.cols() - 1) {

if(underDiagonal < eps1) {

continueIteration = false;

}

}

}

}

size\_t i = 0;

EigenResult<std::complex<T>> result(A.cols());

while (i < A.cols()) {

T underDiagonal = 0;

for(int j = i + 1; j < A.rows(); ++j) {

underDiagonal += A[j][i] \* A[j][i];

}

underDiagonal = std::sqrt(underDiagonal);

if (i < A.cols() - 1 && underDiagonal > eps1) {

T a = A[i][i], b = A[i][i + 1], c = A[i + 1][i], d = A[i + 1][i + 1];

T tr = a + d;

T det = a \* d - b \* c;

T s = std::sqrt(std::abs(tr \* tr / 4 - det));

result.eigenValues[i] = std::complex<T>(tr / 2, s);

result.eigenValues[i + 1] = std::complex<T>(tr / 2, -s);

i += 2;

} else {

result.eigenValues[i] = std::complex<T>(A[i][i], 0);

i++;

}

}

return result;

}

} // numeric

#endif //MATRIX\_H

1.1) LU-разложение:

#include <iostream>

#include "Matrix.h"

using namespace std;

using namespace numeric;

int main() {

Matrix<double> matrix = inputMatrix<double>("input1Matrix.txt");

vector<double> b = inputVector<double>("input1Vector.txt");

Matrix<double> LinearSystem(matrix.rows(), matrix.rows() + 1);

Matrix<double> InverseSystem(matrix.rows(), matrix.rows() + matrix.rows());

for(size\_t i = 0; i < matrix.rows(); ++i) {

for(size\_t j = 0; j < matrix.cols(); ++j) {

LinearSystem[i][j] = matrix[i][j];

InverseSystem[i][j] = matrix[i][j];

}

}

for(size\_t i = 0; i < b.size(); ++i) {

LinearSystem[i][LinearSystem.rows()] = b[i];

}

for(size\_t i = 0; i < matrix.cols(); ++i) {

InverseSystem[i][i + matrix.rows()] = 1;

}

LUMatrix<double> LinearSystemLU(LinearSystem);

LUMatrix<double> LU(matrix);

LUMatrix<double> InverseSystemLU(InverseSystem);

cout << "\nSolving system:\n";

printMatrix(LinearSystemLU.solve());

cout << "\nDeterminant:\n";

cout << LinearSystemLU.determinant();

cout << "\nInverseMatrix:\n";

printMatrix(InverseSystemLU.solve());

cout << "\nU:\n";

printMatrix(LU.U);

cout << "\nL:\n";

printMatrix(LU.L);

cout << "\nMatrix:\n";

printMatrix( LU.L \* LU.U);

return 0;

}

1.2) Метод прогонки:

#include <iostream>

#include "Matrix.h"

using namespace std;

using namespace numeric;

int main() {

Matrix<double> matrix = inputMatrix<double>("input3Matrix.txt");

vector<double> b = inputVector<double>("input3Vector.txt");

cout << "\nMatrix:\n";

printMatrix(matrix);

cout << "\nVector b:\n";

printVector(b);

cout << "\nSolution of system:\n";

printVector(tridiagonalSolve(matrix, b));

return 0;

}

1.3) Метод простых итераций и метод Зейделя:

#include <iostream>

#include "Matrix.h"

using namespace std;

using namespace numeric;

int main() {

Matrix<double> matrix = inputMatrix<double>("input6Matrix.txt");

vector<double> b = inputVector<double>("input6Vector.txt");

cout << "\nMatrix:\n";

printMatrix(matrix);

cout << "\nVector b:\n";

printVector(b);

cout << "\nSolution of system by iterations\n";

printVector(iterationSolve<double>(matrix, b, 0.001));

cout << "\nSolution of system by Seidel\n";

printVector(SeidelSolve<double>(matrix, b, 0.001));

return 0;

}

1.4) Метод вращения:

#include <iostream>

#include "Matrix.h"

using namespace std;

using namespace numeric;

int main() {

Matrix<double> matrix = inputMatrix<double>("inputMatrix.txt");

cout << "\nMatrix:\n";

printMatrix(matrix);

cout << "\nEigen values\n";

auto res = findEigenvaluesAndEigenvectors(matrix, 0.001);

printVector(res.eigenValues);

cout << "\nEigen vectors\n";

for(const auto& x: res.eigenVectors) {

printVector(x);

cout << "\n";

}

return 0;

}

1.5) QR-разложение:

#include <iostream>

#include "Matrix.h"

using namespace std;

using namespace numeric;

int main() {

Matrix<double> matrix = inputMatrix<double>("inputMatrix.txt");

cout << "\nMatrix:\n";

printMatrix(matrix);

QRMatrix<double> QRDecomposition(matrix);

cout << "\nEigen values:\n";

auto res = findEigenvaluesAndEigenvectorsByQR(matrix, 0.001, 0.0001);

for(auto c: res.eigenValues) {

if(c.imag() == 0) {

cout << c.real() << "\n";

} else {

cout << c.real() << " " << c.imag() << "i\n";

}

}

return 0;

}

# **Выводы**

В этой лабораторной работе рассматриваются численные методы решения систем линейных алгебраических уравнений (СЛАУ) и численные методы решения задач на собственные значения и собственные векторы матриц. Среди численных методов алгебры существуют прямые методы, в которых решение получается за конечное фиксированное число операций и итерационные методы, в которых результат достигается в процессе последовательных приближений.

В ходе лабораторной работы были реализованы методы LU-разложения матриц, с помощью которого решается СЛАУ. метод прогонки, метод простых итераций, метод Зейделя, QR-разложение и нахождение собственных значений с помощью QR разложения.