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аннотация

Проект посвящен разработке высокопроизводительных методов и средств анализа нелинейных систем.

В процессе выполнения работы были рассмотрены различные подходы к реализации инструмента для распределенных вычислений. Была разработана встраиваемая программная библиотека для распределенных вычислений и анализа динамических нелинейных систем.

При помощи инструмента удалось производить многомерный анализ нелинейных систем, а также повышать «разрешение» результирующих графиков. При сравнении инструмента с аналогами выяснилось, что скорость вычислений увеличилась в 100-1000 раз.

SUMMARY

The project is dedicated to the development of high-performance methods and tools for the analysis of nonlinear systems.

In the course of the work, various approaches to the implementation of a tool for distributed computing were considered. It was developed in the developed software library for computing and analyzing the density of nonlinear systems.

With the help of the tool, it was possible to perform a multidimensional analysis of nonlinear systems, as well as to increase the "resolution" of the resulting graphs. When using the tool with analogues of calculations, the calculation speed increased by 100-1000 times.
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# Перечень сокращений и условных обозначений

LS (англ. – Lyapunov Spectrum) – спектр показателей Ляпунова

LLE (англ. – Largest Lyapunov Exponent) – наибольший показатель Ляпунова

GPU (англ. – Graphics Processing Unit) – графический процессор (видеокарта)

CUDA (англ. – Compute Unified Device Architecture) – программно-аппаратная архитектура параллельных вычислений, которая позволяет существенно увеличить вычислительную производительность благодаря использованию графических процессоров фирмы Nvidia

API (англ. – Application Programming Interface) – описание способов взаимодействия одной компьютерной программы с другими

RAM (англ. – Random Access Memory) – оперативная память, один из видов компьютерной памяти

Хост (англ. – Host) – Центральный процессор, управляющий выполнением программы

Устройство (англ. – Device) – видеоадаптер, выступающий в роли сопроцессора центрального процессора

ПО – программное обеспечение

# Введение

Каждый год различные группы ученых предлагают новые нелинейные системы, описывающие поведение природных объектов, электрических цепей, механических устройств и т.д. За последние несколько десятилетий был сформирован классический набор инструментов для анализа нелинейной системы, включая бифуркационный анализ [1], расчет спектра показателей Ляпунова (LS) [2], в частности, анализ наибольшей экспоненты Ляпунова (LLE) [3], рекуррентный анализ, поиск бассейнов притяжения и т.д. Однако детальный и многопараметрический анализ нелинейных систем все еще остается сложной задачей, поскольку большинство инструментов и программного обеспечения используют в основном вычислительные ресурсы центрального процессора [4]. Следует отметить, что многопараметрический анализ обычно является задачей, в которой вычисления систем с разными параметрами не зависят друг от друга, что открывает широкие возможности для сокращения общего времени выполнения анализа за счет применения параллельных вычислений. Распараллеливание обычно предполагает использование большого количества вычислительных единиц, т.е. многих ядер/процессоров, где особый интерес представляют графические процессоры (GPU).

Технологии параллельных вычислений, такие как Nvidia CUDA, в последнее время стали очень популярны в связи с возрастающей сложностью вычислительных задач. Изначально графические процессоры были разработаны для ускорения обработки изображений и графики в видеоиграх, чтобы их массивные вычисления можно было выполнять параллельно. В последние десятилетия GPU быстро проявили себя как недорогие и мощные многопоточные процессоры благодаря своей огромной вычислительной мощности. Например, компания Nvidia разработала интерфейс программирования приложений (API) для общих вычислений, намереваясь использовать GPU для выполнения программ общего назначения. CUDA — это API программирования, поддерживаемый устройствами Nvidia. Такие языки программирования, как C, C++ и Fortran, позволяют использовать его через библиотеки CUDA.

Однако разработка соответствующих алгоритмов для использования преимуществ параллельных вычислений остается важной проблемой, требующей решения. Следует отметить, что в случае сложных существующих программ эффективная реализация на GPU не всегда возможна или экономически выгодна. Многие вычислительные задачи являются последовательными, что вынуждает нас использовать последовательный подход. По этой причине команды в программе должны выполняться одна за другой.

Еще одной серьезной проблемой технологий GPU и CUDA может стать ограниченный объем памяти, доступный на видеокарте. Неэффективное использование графической памяти приводит к увеличению количества обменов данными между хостом (RAM) и вычислительным устройством CUDA (GPU memory) и значительно усложняет выполнение вычислений. Следствием представленных трудностей является снижение эффективности вычислений. Подводя итог, можно сказать, что разработка высокоэффективных алгоритмов для классических инструментов анализа с использованием распределенных вычислений является актуальной задачей.

Целью данной выпускной дипломной работы является повышение производительности труда проектировщика, за счет сокращения времени анализа нелинейных динамических систем. Для достижения цели необходимо решить следующие задачи:

1. Адаптировать стандартные алгоритмы нелинейного анализа под распределенные вычисления.
2. Оптимизировать работы с памятью видеокарты, с целью уменьшения числа перебросов между устройством и хостом.

## Задачи моделирования и анализа динамических систем. Задачи, решаемые долгосрочным моделированием и диаграммами высокого разрешения

Задачи моделирования и анализа динамических систем имеют особое значение как в теоретическом, так и в практическом плане. Они являются важной частью исследований в области физики, математики, инженерии, экономики и многих других наук [5]. Сегодня моделирование и анализ динамических систем широко используются в различных сферах человеческой деятельности для решения таких задач, как оптимизация производства [6], прогнозирование экономических [7] и социальных явлений, управление технологическими процессами и т.д.

Решаемые задачи долгосрочного моделирования обычно связаны с прогнозированием системных изменений в длительной временной перспективе. Это может быть, например, прогноз изменения климатических условий [8], роста населения [9], изменения демографических параметров [10], сценарии развития геополитической ситуации и т.д. Долгосрочное моделирование позволяет оценить возможные сценарии развития событий, разработать стратегии и принять меры для минимизации рисков и оптимизации процессов.

Диаграммы высокого разрешения – это инструменты для анализа динамических систем, которые позволяют визуализировать различные процессы и явления, происходящие в системе. На диаграммах высокого разрешения можно отобразить как статические характеристики системы, так и динамические процессы, происходящие в ней во времени. Это позволяет получить визуальное представление о состоянии и функционировании системы, а также обнаружить возможные проблемы и сделать выводы о необходимых изменениях.

Задачи моделирования и анализа динамических систем имеют большое значение во многих областях науки. Они также позволяют оценить возможности и риски, разработать стратегии и принять эффективные решения для управления системой.

## Обоснование потребности в повышении производительности средств моделирования. Производительность расчетов на CPU. Актуальность работы

Обоснование потребности в повышении производительности средств моделирования – это ключевой аспект в различных областях, от науки до инженерии. Однако, с ростом сложности задач, количество данных и требований к точности, производительность средств моделирования становится более критичной. В настоящее время, многие системы моделирования используют процессор (CPU) для вычисления и анализа данных, что ограничивает возможность обработки больших объемов данных и замедляет процесс расчетов.

Повышение производительности средств моделирования может улучшить эффективность исследований и прогнозирования, сократить время разработки и снизить затраты. Одним из способов решения этой проблемы может быть использование графических процессоров (GPU) для ускорения вычислений и снижения времени обработки данных.

Таким образом, повышение производительности средств моделирования является актуальной задачей, которая может улучшить эффективность и точность анализа и прогнозирования в разнообразных областях науки и техники.

## Расчеты на графических ускорителях. Технология CUDA

На сегодняшний день, много компаний, разработчиков и ученых занимаются разработкой ПО, адаптированным для распределенных вычислений [11]. Одной из самых важных областей использования графических ускорителей (GPU) является расчет. Расчеты, обязательные для процесса создания различных моделей и программ, могут занимать существенный объем времени, что может значительно повысить стоимость разработок, научных исследований и т.п. На помощь приходит технология CUDA, которая позволяет использовать GPU для выполнения расчетов. Она позволяет использовать двунаправленную связь между центральным процессором (CPU) и GPU для ускорения работы вычислительных задач.

Чтобы начать использовать CUDA при разработке программного обеспечения, необходимо выполнить несколько шагов.

В первую очередь необходимо выбрать GPU, который поддерживает технологию CUDA. Важными параметрами являются количество ядер и память. Кроме того, при выборе GPU нужно учитывать какие конкретно из них поддерживают технологию CUDA.

Далее, для использования процедур CUDA, необходимо установить соответствующий набор библиотек. Некоторые из них могут быть уже установлены при установке драйверов GPU для операционной системы.

После установки библиотек можно начать создание программы. Для начала необходимо создать основной файл и указать, что он будет использовать CUDA. Затем в основной файл необходимо добавить функцию, которая будет запускаться на GPU.

Также для использования процедур CUDA необходимо использовать специальную нотацию – язык CUDA C. Он позволяет использовать множество функций, которые обеспечивают управление памятью, массивами, переменными и т.д.

### Понятие вычислительного параллелизма

Вычислительный параллелизм [12] представляет собой способ использования нескольких вычислительных ресурсов (в том числе процессорных ядер) одновременно для решения одной и той же задачи.

В процессе выполнения задачи каждый ресурс (или параллельный элемент) работает над частью данных, тем самым увеличивая скорость выполнения всего процесса. Подобный подход может быть реализован в различных областях, включая научные исследования, графические приложения, базы данных и т.д.

Вычислительный параллелизм требует специальных методов и практик для эффективного использования ресурсов. Одна из ключевых задач состоит в том, чтобы правильно распределить данные между параллельными элементами и оптимизировать работу этих элементов.

Одним из наиболее распространенных примеров применения вычислительного параллелизма является использование графических процессоров (GPU) для выполнения сложных вычислительных задач, таких как научные исследования, обработка изображений и видео, моделирование и т.д. Благодаря своей высокой производительности и возможности обработки больших объемов данных, в настоящее время многие приложения с использованием вычислительного параллелизма разрабатываются с учетом возможности использования GPU.

### Языки и среды разработки

При написании программ, использующих технологию CUDA, возможно использовать несколько языков программирования, но наиболее подходящий язык для CUDA — это C++. C++ позволяет разработчикам создавать высокопроизводительные приложения, а также эффективно использовать многоядерные и графические процессоры.

Одной из основных причин, почему C++ является языком программирования, наиболее подходящим для CUDA, является возможность использования естественных низкоуровневых операций, таких как управление памятью и выполнение расчетов на видеокарте. Это позволяет программистам полностью контролировать исполнение и задействовать максимально возможные преимущества вычислительной мощности графических процессоров.

Другим преимуществом C++ является его широкое распространение и обширная документация. Нет необходимости тратить время на изучение нового языка программирования, что позволяет разработчикам быстрее начать разработку программы.

Одной из лучших сред разработки для программирования с использованием CUDA является Visual Studio от Microsoft. Visual Studio предоставляет широкие возможности для создания и отладки приложений, а также удобный интерфейс для работы с библиотеками CUDA. Он также позволяет оптимизировать и настраивать отдельные рабочие процессы и удобен для разработки и отладки больших проектов. Также Visual Studio поддерживает официальные отладочные плагины CUDA (NSight Monitor), что существенно облегчает жизнь при разработке программ, рассчитанных на распределенные вычисления.

В целом, выбор языка программирования и среды разработки для создания приложений, использующих CUDA, зависит от индивидуальных потребностей и предпочтений разработчика. Однако, использование C++ и Visual Studio может оказаться наиболее эффективным и быстрым способом разработки приложений с использованием CUDA. По этой причине, для реализации поставленных задач в этой работе был выбран именно C++ в сочетании с IDE Microsoft Visual Studio.
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