**四川大学期末考试试题（闭卷）**

**（2020——2021学年第 2 学期） B卷**

课程号：304072020 课序号： 课程名称：模式识别引论 任课教师：卢晓春、赵启军 成绩：

适用专业年级：计算机学院2019级 学生人数：81 印题份数： 学号： 姓名：

|  |
| --- |
| **考 生 承 诺**  我已认真阅读并知晓《四川大学考场规则》和《四川大学本科学生考试违纪作弊处分规定（修订）》，郑重承诺：  1、已按要求将考试禁止携带的文具用品或与考试有关的物品放置在指定地点；  2、不带手机进入考场；  3、考试期间遵守以上两项规定，若有违规行为，同意按照有关条款接受处理。  **考生签名：** |
| 一、填空题（本大题共3小题，每空2分，共6分）  1. 模式识别是\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_。  2. 两类别样本都服从一维正态分布且具有相同的方差，从概率分布角度来说，这两类别样本完全不可分的说法\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_（正确、错误）。  3. 已知两类训练样本，[1,2]T属于ω1 ，[-1,0]T属于ω2，请对样本的增广样本向量进行规范化 。  **二、问答题（本大题共5小题，每题10分，共50分）**  1. 解释“模式”与“模式类”的含义？“王小二是学生”这句话里，谁是模式，谁是模式类？  2. 以两类别样本为例，简述在最小错分类贝叶斯准则情况下，分界面由什么决定？如果想要尽可能避免把第二类样本错分为第一类样本的情况，可以采用什么办法？  3. 线性判别函数是一种较为简单的分类器，适用于任何情况。这个说法是否合适？请进行论述。  4. ISODATA算法与C均值算法相比有何优势？  5. 特征选择是模式识别中的一个关键问题，但是一般情况下，穷举策略不可行。任选一种特征选择的搜索算法进行介绍。 |
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试卷编号：

|  |
| --- |
| **三、计算题（本大题共2小题，每题12分，共24分）**  1. 已知二维空间中有两类共9个训练样本分别为： ω1：[-1,0]T, [-2,0] T, [-2,1] T, [-2,-1] T；  ω2： [1,1]T, [2,0] T, [1,-1] T, [2,1]T, [2,2] T，试分别用最近邻法和K近邻法求测试样本[0,0]T的分类，取K=3。根据所给训练样本，按照最近邻法绘制分界面。  2. 设某类样本总体服从一维正态分布N(μ,δ)，参数未知。现有独立同分布样本x1，x2,…,xn，。试用最大似然估计来估算其均值μ和方差σ2。(要求：需给出详细步骤。)  **五、综述题（本大题共1小题，每题20分，共20分）**  1. 如下所示道路图，试分别使用监督分类方法和非监督分类方法来实现车道线的识别？ |
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