系统优化是一项复杂、繁琐、长期的工作，优化前需要监测、采集、测试、评估，优化后也需要测试、采集、评估、监测，而且是一个长期和持续的过程，不 是说现在优化了，测试了，以后就可以一劳永逸了，也不是说书本上的优化就适合眼下正在运行的系统，不同的系统、不同的硬件、不同的应用优化的重点也不同、 优化的方法也不同、优化的参数也不同。性能监测是系统优化过程中重要的一环，如果没有监测、不清楚性能瓶颈在哪里，优化什么呢、怎么优化呢？所以找到性能 瓶颈是性能监测的目的，也是系统优化的关键。系统由若干子系统构成，通常修改一个子系统有可能影响到另外一个子系统，甚至会导致整个系统不稳定、崩溃。所 以说优化、监测、测试通常是连在一起的，而且是一个循环而且长期的过程，通常监测的子系统有以下这些：

* CPU
* Memory
* IO
* Network

这些子系统互相依赖，了解这些子系统的特性，监测这些子系统的性能参数以及及时发现可能会出现的瓶颈对系统优化很有帮助。

**应用类型**

不同的系统用途也不同，要找到性能瓶颈需要知道系统跑的是什么应用、有些什么特点，比如 web server 对系统的要求肯定和 file server 不一样，所以分清不同系统的应用类型很重要，通常应用可以分为两种类型：

* IO 相关，IO 相关的应用通常用来处理大量数据，需要大量内存和存储，频繁 IO 操作读写数据，而对 CPU 的要求则较少，大部分时候 CPU 都在等待硬盘，比如，数据库服务器、文件服务器等。
* CPU 相关，CPU 相关的应用需要使用大量 CPU，比如高并发的 web/mail 服务器、图像/视频处理、科学计算等都可被视作 CPU 相关的应用。

看看实际中的例子，第1个是文件服务器拷贝一个大文件时表现出来的特征，第2个是 CPU 做大量计算时表现出来的特征：

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

0 4 140 1962724 335516 4852308 0 0 388 65024 1442 563 0 2 47 52 0

0 4 140 1961816 335516 4853868 0 0 768 65536 1434 522 0 1 50 48 0

0 4 140 1960788 335516 4855300 0 0 768 48640 1412 573 0 1 50 49 0

0 4 140 1958528 335516 4857280 0 0 1024 65536 1415 521 0 1 41 57 0

0 5 140 1957488 335516 4858884 0 0 768 81412 1504 609 0 2 50 49 0

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

4 0 140 3625096 334256 3266584 0 0 0 16 1054 470 100 0 0 0 0

4 0 140 3625220 334264 3266576 0 0 0 12 1037 448 100 0 0 0 0

4 0 140 3624468 334264 3266580 0 0 0 148 1160 632 100 0 0 0 0

4 0 140 3624468 334264 3266580 0 0 0 0 1078 527 100 0 0 0 0

4 0 140 3624712 334264 3266580 0 0 0 80 1053 501 100 0 0 0 0

上面两个例子最明显的差别就是 id 一栏，代表 CPU 的空闲率，拷贝文件时候 id 维持在 50％ 左右，CPU 大量计算的时候 id 基本为 0。

**底线**

我们如何知道系统性能是好还是差呢？这需要事先建立一个底线，如果性能监测得到的统计数据跨过这条线，我们就可以说这个系统性能差，如果数据能保持 在线内我们就说性能好。建立这样底线需要知道一些理论、额外的负载测试和系统管理员多年的经验。如果自己没有多年的经验，有一个简单划底线的办法就是：把 这个底线建立在自己对系统的期望上。自己期望这个系统有个什么样的性能，这是一个底线，如果没有达到这个要求就是性能差。比如，VPSee 上个月有个 RAID0 的测试，期望的测试结果应该是 RAID0 的 IO 性能比单硬盘有显著提高，底线是 RAID0 的 IO 至少要比单硬盘要好（好多少不重要，底线是至少要好），测试结果却发现 RAID0 性能还不如单硬盘，说明性能差，这个时候需要问个为什么，这往往是性能瓶颈所在，经过排查发现是原硬盘有硬件瑕疵造成性能测试结果错误。

**监测工具**

我们只需要简单的工具就可以对 Linux 的性能进行监测，以下是 VPSee 常用的工具：

| **工具** | **简单介绍** |
| --- | --- |
| top | 查看进程活动状态以及一些系统状况 |
| vmstat | 查看系统状态、硬件和系统信息等 |
| iostat | 查看CPU 负载，硬盘状况 |
| sar | 综合工具，查看系统状况 |
| mpstat | 查看多处理器状况 |
| netstat | 查看网络状况 |
| iptraf | 实时网络状况监测 |
| tcpdump | 抓取网络数据包，详细分析 |
| mpstat | 查看多处理器状况 |
| tcptrace | 数据包分析工具 |
| netperf | 网络带宽工具 |
| dstat | 综合工具，综合了 vmstat, iostat, ifstat, netstat 等多个信息 |

本系列将按照CPU、内存、磁盘IO、网络这几个方面分别介绍。

# Linux性能监测：CPU篇

CPU 的占用主要取决于什么样的资源正在 CPU 上面运行，比如拷贝一个文件通常占用较少 CPU，因为大部分工作是由 DMA（Direct Memory Access）完成，只是在完成拷贝以后给一个中断让 CPU 知道拷贝已经完成；科学计算通常占用较多的 CPU，大部分计算工作都需要在 CPU 上完成，内存、硬盘等子系统只做暂时的数据存储工作。要想监测和理解 CPU 的性能需要知道一些的操作系统的基本知识，比如：中断、进程调度、进程上下文切换、可运行队列等。这里 VPSee 用个例子来简单介绍一下这些概念和他们的关系，CPU 很无辜，是个任劳任怨的打工仔，每时每刻都有工作在做（进程、线程）并且自己有一张工作清单（可运行队列），由老板（进程调度）来决定他该干什么，他需要 和老板沟通以便得到老板的想法并及时调整自己的工作（上下文切换），部分工作做完以后还需要及时向老板汇报（中断），所以打工仔（CPU）除了做自己该做 的工作以外，还有大量时间和精力花在沟通和汇报上。

CPU 也是一种硬件资源，和任何其他硬件设备一样也需要驱动和管理程序才能使用，我们可以把内核的进程调度看作是 CPU 的管理程序，用来管理和分配 CPU 资源，合理安排进程抢占 CPU，并决定哪个进程该使用 CPU、哪个进程该等待。操作系统内核里的进程调度主要用来调度两类资源：进程（或线程）和中断，进程调度给不同的资源分配了不同的优先级，优先级最高的 是硬件中断，其次是内核（系统）进程，最后是用户进程。每个 CPU 都维护着一个可运行队列，用来存放那些可运行的线程。线程要么在睡眠状态（blocked 正在等待 IO）要么在可运行状态，如果 CPU 当前负载太高而新的请求不断，就会出现进程调度暂时应付不过来的情况，这个时候就不得不把线程暂时放到可运行队列里。VPSee 在这里要讨论的是性能监测，上面谈了一堆都没提到性能，那么这些概念和性能监测有什么关系呢？关系重大。如果你是老板，你如何检查打工仔的效率（性能） 呢？我们一般会通过以下这些信息来判断打工仔是否偷懒：

* 打工仔接受和完成多少任务并向老板汇报了（中断）；
* 打工仔和老板沟通、协商每项工作的工作进度（上下文切换）；
* 打工仔的工作列表是不是都有排满（可运行队列）；
* 打工仔工作效率如何，是不是在偷懒（CPU 利用率）。

现在把打工仔换成 CPU，我们可以通过查看这些重要参数：中断、上下文切换、可运行队列、CPU 利用率来监测 CPU 的性能。

**底线**

上一篇 Linux 性能监测：介绍 提到了性能监测前需要知道底线，那么监测 CPU 性能的底线是什么呢？通常我们期望我们的系统能到达以下目标：

* CPU 利用率，如果 CPU 有 100％ 利用率，那么应该到达这样一个平衡：65％－70％ User Time，30％－35％ System Time，0％－5％ Idle Time；
* 上下文切换，上下文切换应该和 CPU 利用率联系起来看，如果能保持上面的 CPU 利用率平衡，大量的上下文切换是可以接受的；
* 可运行队列，每个可运行队列不应该有超过1－3个线程（每处理器），比如：双处理器系统的可运行队列里不应该超过6个线程。

**vmstat**

vmstat 是个查看系统整体性能的小工具，小巧、即使在很 heavy 的情况下也运行良好，并且可以用时间间隔采集得到连续的性能数据。

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

2 1 140 2787980 336304 3531996 0 0 0 128 1166 5033 3 3 70 25 0

0 1 140 2788296 336304 3531996 0 0 0 0 1194 5605 3 3 69 25 0

0 1 140 2788436 336304 3531996 0 0 0 0 1249 8036 5 4 67 25 0

0 1 140 2782688 336304 3531996 0 0 0 0 1333 7792 6 6 64 25 0

3 1 140 2779292 336304 3531992 0 0 0 28 1323 7087 4 5 67 25 0

参数介绍：

* r，可运行队列的线程数，这些线程都是可运行状态，只不过 CPU 暂时不可用；
* b，被 blocked 的进程数，正在等待 IO 请求；
* in，被处理过的中断数
* cs，系统上正在做上下文切换的数目
* us，用户占用 CPU 的百分比
* sys，内核和中断占用 CPU 的百分比
* wa，所有可运行的线程被 blocked 以后都在等待 IO，这时候 CPU 空闲的百分比
* id，CPU 完全空闲的百分比

举两个现实中的例子来实际分析一下：

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

4 0 140 2915476 341288 3951700 0 0 0 0 1057 523 19 81 0 0 0

4 0 140 2915724 341296 3951700 0 0 0 0 1048 546 19 81 0 0 0

4 0 140 2915848 341296 3951700 0 0 0 0 1044 514 18 82 0 0 0

4 0 140 2915848 341296 3951700 0 0 0 24 1044 564 20 80 0 0 0

4 0 140 2915848 341296 3951700 0 0 0 0 1060 546 18 82 0 0 0

从上面的数据可以看出几点：

1. interrupts（in）非常高，context switch（cs）比较低，说明这个 CPU 一直在不停的请求资源；
2. user time（us）一直保持在 80％ 以上，而且上下文切换较低（cs），说明某个进程可能一直霸占着 CPU；
3. run queue（r）刚好在4个。

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

14 0 140 2904316 341912 3952308 0 0 0 460 1106 9593 36 64 1 0 0

17 0 140 2903492 341912 3951780 0 0 0 0 1037 9614 35 65 1 0 0

20 0 140 2902016 341912 3952000 0 0 0 0 1046 9739 35 64 1 0 0

17 0 140 2903904 341912 3951888 0 0 0 76 1044 9879 37 63 0 0 0

16 0 140 2904580 341912 3952108 0 0 0 0 1055 9808 34 65 1 0 0

从上面的数据可以看出几点：

1. context switch（cs）比 interrupts（in）要高得多，说明内核不得不来回切换进程；
2. 进一步观察发现 system time（sy）很高而 user time（us）很低，而且加上高频度的上下文切换（cs），说明正在运行的应用程序调用了大量的系统调用（system call）；
3. run queue（r）在14个线程以上，按照这个测试机器的硬件配置（四核），应该保持在12个以内。

**mpstat**

mpstat 和 vmstat 类似，不同的是 mpstat 可以输出多个处理器的数据，下面的输出显示 CPU1 和 CPU2 基本上没有派上用场，系统有足够的能力处理更多的任务。

$ mpstat -P ALL 1

Linux 2.6.18-164.el5 (vpsee) 11/13/2009

02:24:33 PM CPU %user %nice %sys %iowait %irq %soft %steal %idle intr/s

02:24:34 PM all 5.26 0.00 4.01 25.06 0.00 0.00 0.00 65.66 1446.00

02:24:34 PM 0 7.00 0.00 8.00 0.00 0.00 0.00 0.00 85.00 1001.00

02:24:34 PM 1 13.00 0.00 8.00 0.00 0.00 0.00 0.00 79.00 444.00

02:24:34 PM 2 0.00 0.00 0.00 100.00 0.00 0.00 0.00 0.00 0.00

02:24:34 PM 3 0.99 0.00 0.99 0.00 0.00 0.00 0.00 98.02 0.00

**ps**

如何查看某个程序、进程占用了多少 CPU 资源呢？下面是 Firefox 在 VPSee 的一台 Sunray 服务器上的运行情况，当前只有2个用户在使用 Firefox：

$ while :; do ps -eo pid,ni,pri,pcpu,psr,comm | grep 'firefox'; sleep 1; done

PID NI PRI %CPU PSR COMMAND

7252 0 24 3.2 3 firefox

9846 0 24 8.8 0 firefox

7252 0 24 3.2 2 firefox

9846 0 24 8.8 0 firefox

7252 0 24 3.2 2 firefox

# Linux性能监测：内存篇

这里的讲到的 “内存” 包括物理内存和虚拟内存，虚拟内存（Virtual Memory）把计算机的内存空间扩展到硬盘，物理内存（RAM）和硬盘的一部分空间（SWAP）组合在一起作为虚拟内存为计算机提供了一个连贯的虚拟内 存空间，好处是我们拥有的内存 ”变多了“，可以运行更多、更大的程序，坏处是把部分硬盘当内存用整体性能受到影响，硬盘读写速度要比内存慢几个数量级，并且 RAM 和 SWAP 之间的交换增加了系统的负担。

在操作系统里，虚拟内存被分成页，在 x86 系统上每个页大小是 4KB。Linux 内核读写虚拟内存是以 “页” 为单位操作的，把内存转移到硬盘交换空间（SWAP）和从交换空间读取到内存的时候都是按页来读写的。内存和 SWAP 的这种交换过程称为页面交换（Paging），值得注意的是 paging 和 swapping 是两个完全不同的概念，国内很多参考书把这两个概念混为一谈，swapping 也翻译成交换，在操作系统里是指把某程序完全交换到硬盘以腾出内存给新程序使用，和 paging 只交换程序的部分（页面）是两个不同的概念。纯粹的 swapping 在现代操作系统中已经很难看到了，因为把整个程序交换到硬盘的办法既耗时又费力而且没必要，现代操作系统基本都是 paging 或者 paging/swapping 混合，swapping 最初是在 Unix system V 上实现的。

虚拟内存管理是 Linux 内核里面最复杂的部分，要弄懂这部分内容可能需要一整本书的讲解。VPSee 在这里只介绍和性能监测有关的两个内核进程：kswapd 和 pdflush。

* kswapd daemon 用来检查 pages\_high 和 pages\_low，如果可用内存少于 pages\_low，kswapd 就开始扫描并试图释放 32个页面，并且重复扫描释放的过程直到可用内存大于 pages\_high 为止。扫描的时候检查3件事：1）如果页面没有修改，把页放到可用内存列表里；2）如果页面被文件系统修改，把页面内容写到磁盘上；3）如果页面被修改 了，但不是被文件系统修改的，把页面写到交换空间。
* pdflush daemon 用来同步文件相关的内存页面，把内存页面及时同步到硬盘上。比如打开一个文件，文件被导入到内存里，对文件做了修改后并保存后，内核并不马上保存文件到硬 盘，由 pdflush 决定什么时候把相应页面写入硬盘，这由一个内核参数 vm.dirty\_background\_ratio 来控制，比如下面的参数显示脏页面（dirty pages）达到所有内存页面10％的时候开始写入硬盘。

# /sbin/sysctl -n vm.dirty\_background\_ratio

10

**vmstat**

继续 vmstat 一些参数的介绍，上一篇 Linux 性能监测：CPU 介绍了 vmstat 的部分参数，这里介绍另外一部分。以下数据来自 VPSee 的一个 256MB RAM，512MB SWAP 的 Xen VPS：

# vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

0 3 252696 2432 268 7148 3604 2368 3608 2372 288 288 0 0 21 78 1

0 2 253484 2216 228 7104 5368 2976 5372 3036 930 519 0 0 0 100 0

0 1 259252 2616 128 6148 19784 18712 19784 18712 3821 1853 0 1 3 95 1

1 2 260008 2188 144 6824 11824 2584 12664 2584 1347 1174 14 0 0 86 0

2 1 262140 2964 128 5852 24912 17304 24952 17304 4737 2341 86 10 0 0 4

* swpd，已使用的 SWAP 空间大小，KB 为单位；
* free，可用的物理内存大小，KB 为单位；
* buff，物理内存用来缓存读写操作的 buffer 大小，KB 为单位；
* cache，物理内存用来缓存进程地址空间的 cache 大小，KB 为单位；
* si，数据从 SWAP 读取到 RAM（swap in）的大小，KB 为单位；
* so，数据从 RAM 写到 SWAP（swap out）的大小，KB 为单位；
* bi，磁盘块从文件系统或 SWAP 读取到 RAM（blocks in）的大小，block 为单位；
* bo，磁盘块从 RAM 写到文件系统或 SWAP（blocks out）的大小，block 为单位；

上面是一个频繁读写交换区的例子，可以观察到以下几点：

* 物理可用内存 free 基本没什么显著变化，swapd 逐步增加，说明最小可用的内存始终保持在 256MB X 10％ = 2.56MB 左右，当脏页达到10％的时候（vm.dirty\_background\_ratio ＝ 10）就开始大量使用 swap；
* buff 稳步减少说明系统知道内存不够了，kwapd 正在从 buff 那里借用部分内存；
* kswapd 持续把脏页面写到 swap 交换区（so），并且从 swapd 逐渐增加看出确实如此。根据上面讲的 kswapd 扫描时检查的三件事，如果页面被修改了，但不是被文件系统修改的，把页面写到 swap，所以这里 swapd 持续增加。

# Linux性能监测：磁盘IO篇

磁盘通常是计算机最慢的子系统，也是最容易出现性能瓶颈的地方，因为磁盘离 CPU 距离最远而且 CPU 访问磁盘要涉及到机械操作，比如转轴、寻轨等。访问硬盘和访问内存之间的速度差别是以数量级来计算的，就像1天和1分钟的差别一样。要监测 IO 性能，有必要了解一下基本原理和 Linux 是如何处理硬盘和内存之间的 IO 的。

**内存页**

上一篇 Linux 性能监测：Memory 提到了内存和硬盘之间的 IO 是以页为单位来进行的，在 Linux 系统上1页的大小为 4K。可以用以下命令查看系统默认的页面大小：

$ /usr/bin/time -v date

...

Page size (bytes): 4096

...

**缺页中断**

Linux 利用虚拟内存极大的扩展了程序地址空间，使得原来物理内存不能容下的程序也可以通过内存和硬盘之间的不断交换（把暂时不用的内存页交换到硬盘，把需要的内 存页从硬盘读到内存）来赢得更多的内存，看起来就像物理内存被扩大了一样。事实上这个过程对程序是完全透明的，程序完全不用理会自己哪一部分、什么时候被 交换进内存，一切都有内核的虚拟内存管理来完成。当程序启动的时候，Linux 内核首先检查 CPU 的缓存和物理内存，如果数据已经在内存里就忽略，如果数据不在内存里就引起一个缺页中断（Page Fault），然后从硬盘读取缺页，并把缺页缓存到物理内存里。缺页中断可分为主缺页中断（Major Page Fault）和次缺页中断（Minor Page Fault），要从磁盘读取数据而产生的中断是主缺页中断；数据已经被读入内存并被缓存起来，从内存缓存区中而不是直接从硬盘中读取数据而产生的中断是次 缺页中断。

上面的内存缓存区起到了预读硬盘的作用，内核先在物理内存里寻找缺页，没有的话产生次缺页中断从内存缓存里找，如果还没有发现的话就从硬盘读取。很 显然，把多余的内存拿出来做成内存缓存区提高了访问速度，这里还有一个命中率的问题，运气好的话如果每次缺页都能从内存缓存区读取的话将会极大提高性能。 要提高命中率的一个简单方法就是增大内存缓存区面积，缓存区越大预存的页面就越多，命中率也会越高。下面的 time 命令可以用来查看某程序第一次启动的时候产生了多少主缺页中断和次缺页中断：

$ /usr/bin/time -v date

...

Major (requiring I/O) page faults: 1

Minor (reclaiming a frame) page faults: 260

...

**File Buffer Cache**

从上面的内存缓存区（也叫文件缓存区 File Buffer Cache）读取页比从硬盘读取页要快得多，所以 Linux 内核希望能尽可能产生次缺页中断（从文件缓存区读），并且能尽可能避免主缺页中断（从硬盘读），这样随着次缺页中断的增多，文件缓存区也逐步增大，直到系 统只有少量可用物理内存的时候 Linux 才开始释放一些不用的页。我们运行 Linux 一段时间后会发现虽然系统上运行的程序不多，但是可用内存总是很少，这样给大家造成了 Linux 对内存管理很低效的假象，事实上 Linux 把那些暂时不用的物理内存高效的利用起来做预存（内存缓存区）呢。下面打印的是 VPSee 的一台 Sun 服务器上的物理内存和文件缓存区的情况：

$ cat /proc/meminfo

MemTotal: 8182776 kB

MemFree: 3053808 kB

Buffers: 342704 kB

Cached: 3972748 kB

这台服务器总共有 8GB 物理内存（MemTotal），3GB 左右可用内存（MemFree），343MB 左右用来做磁盘缓存（Buffers），4GB 左右用来做文件缓存区（Cached），可见 Linux 真的用了很多物理内存做 Cache，而且这个缓存区还可以不断增长。

**页面类型**

Linux 中内存页面有三种类型：

* Read pages，只读页（或代码页），那些通过主缺页中断从硬盘读取的页面，包括不能修改的静态文件、可执行文件、库文件等。当内核需要它们的时候把它们读到 内存中，当内存不足的时候，内核就释放它们到空闲列表，当程序再次需要它们的时候需要通过缺页中断再次读到内存。
* Dirty pages，脏页，指那些在内存中被修改过的数据页，比如文本文件等。这些文件由 pdflush 负责同步到硬盘，内存不足的时候由 kswapd 和 pdflush 把数据写回硬盘并释放内存。
* Anonymous pages，匿名页，那些属于某个进程但是又和任何文件无关联，不能被同步到硬盘上，内存不足的时候由 kswapd 负责将它们写到交换分区并释放内存。

**IO’s Per Second（IOPS）**

每次磁盘 IO 请求都需要一定的时间，和访问内存比起来这个等待时间简直难以忍受。在一台 2001 年的典型 1GHz PC 上，磁盘随机访问一个 word 需要 8,000,000 nanosec = 8 millisec，顺序访问一个 word 需要 200 nanosec；而从内存访问一个 word 只需要 10 nanosec.（数据来自：Teach Yourself Programming in Ten Years）这个硬盘可以提供 125 次 IOPS（1000 ms / 8 ms）。

**顺序 IO 和 随机 IO**

IO 可分为顺序 IO 和 随机 IO 两种，性能监测前需要弄清楚系统偏向顺序 IO 的应用还是随机 IO 应用。顺序 IO 是指同时顺序请求大量数据，比如数据库执行大量的查询、流媒体服务等，顺序 IO 可以同时很快的移动大量数据。可以这样来评估 IOPS 的性能，用每秒读写 IO 字节数除以每秒读写 IOPS 数，rkB/s 除以 r/s，wkB/s 除以 w/s. 下面显示的是连续2秒的 IO 情况，可见每次 IO 写的数据是增加的（45060.00 / 99.00 = 455.15 KB per IO，54272.00 / 112.00 = 484.57 KB per IO）。相对随机 IO 而言，顺序 IO 更应该重视每次 IO 的吞吐能力（KB per IO）：

$ iostat -kx 1

avg-cpu: %user %nice %system %iowait %steal %idle

0.00 0.00 2.50 25.25 0.00 72.25

Device: rrqm/s wrqm/s r/s w/s rkB/s wkB/s avgrq-sz avgqu-sz await svctm %util

sdb 24.00 19995.00 29.00 99.00 4228.00 45060.00 770.12 45.01 539.65 7.80 99.80

avg-cpu: %user %nice %system %iowait %steal %idle

0.00 0.00 1.00 30.67 0.00 68.33

Device: rrqm/s wrqm/s r/s w/s rkB/s wkB/s avgrq-sz avgqu-sz await svctm %util

sdb 3.00 12235.00 3.00 112.00 768.00 54272.00 957.22 144.85 576.44 8.70 100.10

随机 IO 是指随机请求数据，其 IO 速度不依赖于数据的大小和排列，依赖于磁盘的每秒能 IO 的次数，比如 Web 服务、Mail 服务等每次请求的数据都很小，随机 IO 每秒同时会有更多的请求数产生，所以磁盘的每秒能 IO 多少次是关键。

$ iostat -kx 1

avg-cpu: %user %nice %system %iowait %steal %idle

1.75 0.00 0.75 0.25 0.00 97.26

Device: rrqm/s wrqm/s r/s w/s rkB/s wkB/s avgrq-sz avgqu-sz await svctm %util

sdb 0.00 52.00 0.00 57.00 0.00 436.00 15.30 0.03 0.54 0.23 1.30

avg-cpu: %user %nice %system %iowait %steal %idle

1.75 0.00 0.75 0.25 0.00 97.24

Device: rrqm/s wrqm/s r/s w/s rkB/s wkB/s avgrq-sz avgqu-sz await svctm %util

sdb 0.00 56.44 0.00 66.34 0.00 491.09 14.81 0.04 0.54 0.19 1.29

按照上面的公式得出：436.00 / 57.00 = 7.65 KB per IO，491.09 / 66.34 = 7.40 KB per IO. 与顺序 IO 比较发现，随机 IO 的 KB per IO 小到可以忽略不计，可见对于随机 IO 而言重要的是每秒能 IOPS 的次数，而不是每次 IO 的吞吐能力（KB per IO）。

**SWAP**

当系统没有足够物理内存来应付所有请求的时候就会用到 swap 设备，swap 设备可以是一个文件，也可以是一个磁盘分区。不过要小心的是，使用 swap 的代价非常大。如果系统没有物理内存可用，就会频繁 swapping，如果 swap 设备和程序正要访问的数据在同一个文件系统上，那会碰到严重的 IO 问题，最终导致整个系统迟缓，甚至崩溃。swap 设备和内存之间的 swapping 状况是判断 Linux 系统性能的重要参考，我们已经有很多工具可以用来监测 swap 和 swapping 情况，比如：top、cat /proc/meminfo、vmstat 等：

$ cat /proc/meminfo

MemTotal: 8182776 kB

MemFree: 2125476 kB

Buffers: 347952 kB

Cached: 4892024 kB

SwapCached: 112 kB

...

SwapTotal: 4096564 kB

SwapFree: 4096424 kB

...

$ vmstat 1

procs -----------memory---------- ---swap-- -----io---- --system-- -----cpu------

r b swpd free buff cache si so bi bo in cs us sy id wa st

1 2 260008 2188 144 6824 11824 2584 12664 2584 1347 1174 14 0 0 86 0

2 1 262140 2964 128 5852 24912 17304 24952 17304 4737 2341 86 10 0 0 4

# Linux性能监测：网络篇

网络的监测是所有 Linux 子系统里面最复杂的，有太多的因素在里面，比如：延迟、阻塞、冲突、丢包等，更糟的是与 Linux 主机相连的路由器、交换机、无线信号都会影响到整体网络并且很难判断是因为 Linux 网络子系统的问题还是别的设备的问题，增加了监测和判断的复杂度。现在我们使用的所有网卡都称为自适应网卡，意思是说能根据网络上的不同网络设备导致的不 同网络速度和工作模式进行自动调整。我们可以通过 ethtool 工具来查看网卡的配置和工作模式：

# /sbin/ethtool eth0

Settings for eth0:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Half 1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Half 1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: g

Wake-on: g

Current message level: 0x000000ff (255)

Link detected: yes

上面给出的例子说明网卡有 10baseT，100baseT 和 1000baseT 三种选择，目前正自适应为 100baseT（Speed: 100Mb/s）。可以通过 ethtool 工具强制网卡工作在 1000baseT 下：

# /sbin/ethtool -s eth0 speed 1000 duplex full autoneg off

## iptraf

两台主机之间有网线（或无线）、路由器、交换机等设备，测试两台主机之间的网络性能的一个办法就是在这两个系统之间互发数据并统计结果，看看吞吐 量、延迟、速率如何。iptraf 就是一个很好的查看本机网络吞吐量的好工具，支持文字图形界面，很直观。下面图片显示在 100 mbps 速率的网络下这个 Linux 系统的发送传输率有点慢，Outgoing rates 只有 66 mbps.

# iptraf -d eth0

![linux system performance monitoring: network](data:image/png;base64,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)

## netperf

netperf 运行在 client/server 模式下，比 iptraf 能更多样化的测试终端的吞吐量。先在服务器端启动 netserver：

# netserver

Starting netserver at port 12865

Starting netserver at hostname 0.0.0.0 port 12865 and family AF\_UNSPEC

然后在客户端测试服务器，执行一次持续10秒的 TCP 测试：

# netperf -H 172.16.38.36 -l 10

TCP STREAM TEST from 0.0.0.0 (0.0.0.0) port 0 AF\_INET to 172.16.38.36 (172.16.38.36) port 0 AF\_INET

Recv Send Send

Socket Socket Message Elapsed

Size Size Size Time Throughput

bytes bytes bytes secs. 10^6bits/sec

87380 16384 16384 10.32 93.68

从以上输出可以看出，网络吞吐量在 94mbps 左右，对于 100mbps 的网络来说这个性能算的上很不错。上面的测试是在服务器和客户端位于同一个局域网，并且局域网是有线网的情况，你也可以试试不同结构、不同速率的网络，比 如：网络之间中间多几个路由器、客户端在 wi-fi、VPN 等情况。

netperf 还可以通过建立一个 TCP 连接并顺序地发送数据包来测试每秒有多少 TCP 请求和响应。下面的输出显示在 TCP requests 使用 2K 大小，responses 使用 32K 的情况下处理速率为每秒243：

# netperf -t TCP\_RR -H 172.16.38.36 -l 10 -- -r 2048,32768

TCP REQUEST/RESPONSE TEST from 0.0.0.0 (0.0.0.0) port 0 AF\_INET to 172.16.38.36 (172.16.38.36) port 0 AF\_INET

Local /Remote

Socket Size Request Resp. Elapsed Trans.

Send Recv Size Size Time Rate

bytes Bytes bytes bytes secs. per sec

16384 87380 2048 32768 10.00 243.03

16384 87380

## iperf

iperf 和 netperf 运行方式类似，也是 server/client 模式，先在服务器端启动 iperf：

# iperf -s -D

------------------------------------------------------------

Server listening on TCP port 5001

TCP window size: 85.3 KByte (default)

------------------------------------------------------------

Running Iperf Server as a daemon

The Iperf daemon process ID : 5695

然后在客户端对服务器进行测试，客户端先连接到服务器端（172.16.38.36），并在30秒内每隔5秒对服务器和客户端之间的网络进行一次带宽测试和采样：

# iperf -c 172.16.38.36 -t 30 -i 5

------------------------------------------------------------

Client connecting to 172.16.38.36, TCP port 5001

TCP window size: 16.0 KByte (default)

------------------------------------------------------------

[ 3] local 172.16.39.100 port 49515 connected with 172.16.38.36 port 5001

[ ID] Interval Transfer Bandwidth

[ 3] 0.0- 5.0 sec 58.8 MBytes 98.6 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 5.0-10.0 sec 55.0 MBytes 92.3 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 10.0-15.0 sec 55.1 MBytes 92.4 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 15.0-20.0 sec 55.9 MBytes 93.8 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 20.0-25.0 sec 55.4 MBytes 92.9 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 25.0-30.0 sec 55.3 MBytes 92.8 Mbits/sec

[ ID] Interval Transfer Bandwidth

[ 3] 0.0-30.0 sec 335 MBytes 93.7 Mbits/sec

## tcpdump 和 tcptrace

tcmdump 和 tcptrace 提供了一种更细致的分析方法，先用 tcpdump 按要求捕获数据包把结果输出到某一文件，然后再用 tcptrace 分析其文件格式。这个工具组合可以提供一些难以用其他工具发现的信息：

# /usr/sbin/tcpdump -w network.dmp

tcpdump: listening on eth0, link-type EN10MB (Ethernet), capture size 96 bytes

511942 packets captured

511942 packets received by filter

0 packets dropped by kernel

# tcptrace network.dmp

1 arg remaining, starting with 'network.dmp'

Ostermann's tcptrace -- version 6.6.7 -- Thu Nov 4, 2004

511677 packets seen, 511487 TCP packets traced

elapsed wallclock time: 0:00:00.510291, 1002714 pkts/sec analyzed

trace file elapsed time: 0:02:35.836372

TCP connection info:

1: zaber:54581 - boulder:111 (a2b) 6> 5< (complete)

2: zaber:833 - boulder:32774 (c2d) 6> 5< (complete)

3: zaber:pcanywherestat - 172.16.39.5:53086 (e2f) 2> 3<

4: zaber:716 - boulder:2049 (g2h) 347> 257<

5: 172.16.39.100:58029 - zaber:12865 (i2j) 7> 5< (complete)

6: 172.16.39.100:47592 - zaber:36814 (k2l) 255380> 255378< (reset)

7: breakpoint:45510 - zaber:7012 (m2n) 9> 5< (complete)

8: zaber:35813 - boulder:111 (o2p) 6> 5< (complete)

9: zaber:837 - boulder:32774 (q2r) 6> 5< (complete)

10: breakpoint:45511 - zaber:7012 (s2t) 9> 5< (complete)

11: zaber:59362 - boulder:111 (u2v) 6> 5< (complete)

12: zaber:841 - boulder:32774 (w2x) 6> 5< (complete)

13: breakpoint:45512 - zaber:7012 (y2z) 9> 5< (complete)

tcptrace 功能很强大，还可以通过过滤和布尔表达式来找出有问题的连接，比如，找出转播大于100 segments 的连接：

# tcptrace -f'rexmit\_segs>100' network.dmp

如果发现连接 ＃10 有问题，可以查看关于这个连接的其他信息：

# tcptrace -o10 network.dmp

下面的命令使用 tcptrace 的 slice 模式，程序自动在当前目录创建了一个 slice.dat 文件，这个文件包含了每隔15秒的转播信息:

# tcptrace -xslice network.dmp

# cat slice.dat

date segs bytes rexsegs rexbytes new active

--------------- -------- -------- -------- -------- -------- --------

16:58:50.244708 85055 4513418 0 0 6 6

16:59:05.244708 110921 5882896 0 0 0 2

16:59:20.244708 126107 6697827 0 0 1 3

16:59:35.244708 151719 8043597 0 0 0 2

16:59:50.244708 37296 1980557 0 0 0 3

17:00:05.244708 67 8828 0 0 2 3

17:00:20.244708 149 22053 0 0 1 2

17:00:35.244708 30 4080 0 0 0 1

17:00:50.244708 39 5688 0 0 0 1

17:01:05.244708 67 8828 0 0 2 3

17:01:11.081080 37 4121 0 0 1 3