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# Entregas 3 Problemas: Estadística Inferencial 1

Contestad cada GRUPO de 3 a los siguientes problemas y cuestiones en un fichero Rmd y su salida en html o pdf.

Cambien podéis incluir capturas de problemas hechos en papel. Cada pregunta vale lo mismo y se reparte la nota entre sus apartados.

## Problema 1: Contraste de parámetros de dos muestras.

Queremos comparar los tiempos de realización de un test entre estudiantes de dos grados G1 y G2, y determinar si es verdad que los estudiantes de G1 emplean menos tiempo que los de G2. No conocemos y . Disponemos de dos muestras independientes de cuestionarios realizados por estudiantes de cada grado, .

Los datos están en <http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/>, en dos ficheros grado1.txt y grado2.txt.

G1=read.table("http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/grado1.txt",  
 header=TRUE)$x  
G2=read.table("http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/grado2.txt",  
 header=TRUE)$x  
n1=length(na.omit(G1))  
n2=length(na.omit(G2))  
media.muestra1=mean(G1,na.rm=TRUE)  
media.muestra2=mean(G2,na.rm=TRUE)  
desv.tip.muestra1=sd(G1,na.rm=TRUE)  
desv.tip.muestra2=sd(G2,na.rm=TRUE)

Calculamos las medias y las desviaciones típicas muestrales de los tiempos empleados para cada muestra. Los datos obtenidos se resumen en la siguiente tabla:

Se pide:

1. Comentad brevemente el código de R explicando que hace cada instrucción. (*0.5 puntos*)
2. Contrastad si hay evidencia de que las notas medias son distintas entre los dos grupos. En dos casos considerando las varianzas desconocidas pero iguales o desconocidas pero distintas. Tenéis que hacer el contraste de forma manual y con funciones de R y resolver el contrate con el -valor.
3. Calculad e interpretar los intervalos de confianza para la diferencia de medias asociados a los dos test anteriores.
4. Comprobad con el test de Fisher y el de Levene si las varianza de las dos muestras son iguales contra que son distintas. Tenéis que resolver el test de Fisher con R y de forma manual y el test de Levene con R y decidir utilizando el -valor.

## Problema 2 : Contraste dos muestras

Simulamos dos muestras con las funciones siguientes

x1=rnorm(100,mean = 10,sd=2)  
x2=rnorm(100,mean = 8,sd=4)

Dibujamos estos gráficos

boxplot(x1,x2)
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library(car)

## Warning: package 'car' was built under R version 3.6.3

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following object is masked from 'package:purrr':  
##   
## some

par(mfrow=c(1,2))  
qqPlot(x1)

## [1] 78 56

qqPlot(x2)
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## [1] 85 67

par(mfrow=c(1,1))

Realizamos algunos contrastes de hipótesis de igual de medias entre ambas muestras

t.test(x1,x2,var.equal = TRUE,alternative = "greater")

##   
## Two Sample t-test  
##   
## data: x1 and x2  
## t = 2.1572, df = 198, p-value = 0.0161  
## alternative hypothesis: true difference in means is greater than 0  
## 95 percent confidence interval:  
## 0.2244023 Inf  
## sample estimates:  
## mean of x mean of y   
## 9.675227 8.715956

t.test(x1,x2,var.equal = FALSE,alternative = "two.sided")

##   
## Welch Two Sample t-test  
##   
## data: x1 and x2  
## t = 2.1572, df = 152.04, p-value = 0.03256  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## 0.08072531 1.83781663  
## sample estimates:  
## mean of x mean of y   
## 9.675227 8.715956

t.test(x1,x2,var.equal = TRUE)

##   
## Two Sample t-test  
##   
## data: x1 and x2  
## t = 2.1572, df = 198, p-value = 0.03219  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## 0.08235807 1.83618387  
## sample estimates:  
## mean of x mean of y   
## 9.675227 8.715956

Se pide

1. ¿Cuál es la distribución y los parámetros de las muestras generadas?
2. ¿Qué muestran y cuál es la interpretación de los gráficos?
3. ¿Qué test contrasta si hay evidencia a favor de que las medias poblacionales de las notas en cada grupo sean distintas? Di qué código de los anteriores resuelve este test.
4. Para el test del apartado anterior dad las hipótesis nula y alternativa y redactar la conclusión del contraste.

## Problema 3 : Bondad de ajuste

Queremos analiza los resultados de aprendizaje con tres tecnologías. Para ello se seleccionan 3 muestras de 50 estudiantes y se les somete a evaluación después de un curso.

nota=factor(sample(c(1,2,3,4),p=c(0.1,0.4,0.3,0.2),replace=TRUE,size=150),  
 labels=c("S","A","N","E"))  
tecnologia=rep(c("Mathematica","R","Python"),each=50)  
frec=table(nota,tecnologia)  
frec

## tecnologia  
## nota Mathematica Python R  
## S 4 4 6  
## A 20 18 26  
## N 17 19 11  
## E 9 9 7

col\_frec=colSums(frec)  
col\_frec

## Mathematica Python R   
## 50 50 50

row\_frec=rowSums(frec)  
row\_frec

## S A N E   
## 14 64 47 25

N=sum(frec)  
teoricas=row\_frec%\*%t(col\_frec)/N  
teoricas

## Mathematica Python R  
## [1,] 4.666667 4.666667 4.666667  
## [2,] 21.333333 21.333333 21.333333  
## [3,] 15.666667 15.666667 15.666667  
## [4,] 8.333333 8.333333 8.333333

dim(frec)

## [1] 4 3

dim(teoricas)

## [1] 4 3

sum((frec-teoricas)^2/teoricas)

## [1] 4.729195

chisq.test(table(nota,tecnologia))

## Warning in chisq.test(table(nota, tecnologia)): Chi-squared approximation may be  
## incorrect

##   
## Pearson's Chi-squared test  
##   
## data: table(nota, tecnologia)  
## X-squared = 4.7292, df = 6, p-value = 0.579

Se pide

1. Discutid si hacemos un contraste de independencia o de homogeneidad de las distribuciones de las notas por tecnología. Escribid las hipótesis del contraste.
2. Interpretad la función chisq.test y resolved el contraste.
3. Interpretad teoricas=row\_frec%\*%t(col\_frec)/N reproducid manualmente el segundo resultado de la primera fila.

## Problema 4 : Bondad de ajuste. La ley de Benford

La ley de Benford es una distribución discreta que siguen las frecuencias de los primero dígitos significativos (de 1 a 9) de algunas series de datos curiosas.

Sea una v.a. X con dominio diremos que sigue una ley de Benford si

Concretamente lo podemos hacer así

[1] 0.30103000 0.17609126 0.12493874 0.09691001 0.07918125 0.06694679 0.05799195 [8] 0.05115252 0.04575749

## Warning: package 'knitr' was built under R version 3.6.3

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Dígito 1 | Dígito 2 | Dígito 3 | Dígito 4 | Dígito 5 | Dígito 6 | Dígito 7 | Dígito 8 | Dígito 9 |
| prob | 0.30103 | 0.1760913 | 0.1249387 | 0.09691 | 0.0791812 | 0.0669468 | 0.0579919 | 0.0511525 | 0.0457575 |

En general esta distribución se suele encontrar en tablas de datos de resultados de observaciones de funciones científicas, contabilidades, cocientes de algunas distribuciones …

Por ejemplo se dice que las potencias de números enteros siguen esa distribución. Probemos con las potencias de 2. El siguiente código calcula las potencias de 2 de 1 a 1000 y extrae los tres primeros dígitos.

# R pasa los enteros muy grande a reales. Para nuestros propósitos   
# es sufiente para extraer los tres primeros dígitos.  
muestra\_pot\_2=as.character(2^c(1:1000))  
head(muestra\_pot\_2)

## [1] "2" "4" "8" "16" "32" "64"

#los pasamos a character  
muestra\_pot\_2=as.character(muestra\_pot\_2)  
head(muestra\_pot\_2)

## [1] "2" "4" "8" "16" "32" "64"

#sustituimos los . por nada y extraemos los ters primeros dígitos  
aux=gsub("[.]","",muestra\_pot\_2)  
#Construimos un data frame con tres columnas que nos dan el primer,   
#segudo y tercer dígito respectivamente.  
df\_digitos=data.frame(muestra\_pot\_2,primer\_digito=as.integer(substring(aux, 1, 1)),  
 segundo\_digito=as.integer(substring(aux, 2, 2)),  
 tercer\_digito=as.integer(substring(aux, 3, 3)))  
head(df\_digitos,10)

## muestra\_pot\_2 primer\_digito segundo\_digito tercer\_digito  
## 1 2 2 NA NA  
## 2 4 4 NA NA  
## 3 8 8 NA NA  
## 4 16 1 6 NA  
## 5 32 3 2 NA  
## 6 64 6 4 NA  
## 7 128 1 2 8  
## 8 256 2 5 6  
## 9 512 5 1 2  
## 10 1024 1 0 2

Notad que los NA en el segundo y el tercer dígito corresponden a número con uno o dos dígitos.

Se pide:

1. Contrastad con un test que el primer dígito sigue una ley de Benford. Notad que el primer dígito no puede ser 0. Resolved manualmente y con una función de R.
2. Contrastad con un test que el segundo dígito sigue una ley de uniforme discreta. Notad que ahora si puede ser 0. Resolved con funciones de R.
3. Contrastad con un test que el tercer dígito sigue una ley de uniforme discreta. Notad que ahora si puede ser 0. Resolved con manualmente calculado las frecuencias esperadas y observadas, el estadístico de contraste y el -valor utilizando R. Comprobad que vuestros resultados coinciden con los de la función de R que calcula este contraste.
4. Dibujad con R para los apartados 1 y 2 los diagramas de frecuencias esperados y observados. Comentad estos gráficos

## Problema 5 : ANOVA

El siguiente código nos da las notas numéricas (variable nota) de los mismos ejercicios para tres tecnologías en tres muestra independientes de estudiantes de estas tres tecnologías diferentes

head(nota)

## [1] 59.42540 31.25305 68.38927 76.77203 113.38209 63.38222

library(nortest)  
lillie.test(nota[tecnologia=="Mathematica"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Mathematica"]  
## D = 0.091608, p-value = 0.3683

lillie.test(nota[tecnologia=="R"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "R"]  
## D = 0.077947, p-value = 0.6288

lillie.test(nota[tecnologia=="Python"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Python"]  
## D = 0.091377, p-value = 0.3722

lillie.test(nota)

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota  
## D = 0.042685, p-value = 0.7235

bartlett.test(nota~tecnologia)

##   
## Bartlett test of homogeneity of variances  
##   
## data: nota by tecnologia  
## Bartlett's K-squared = 0.29005, df = 2, p-value = 0.865

library(car)  
leveneTest(nota~tecnologia)

## Warning in leveneTest.default(y = y, group = group, ...): group coerced to  
## factor.

## Levene's Test for Homogeneity of Variance (center = median)  
## Df F value Pr(>F)  
## group 2 0.3749 0.688  
## 147

sol\_aov=aov(nota~tecnologia)

Del summary(sol\_aov) os damos la salida a falta de algunos de los valores

> summary(sol\_aov)  
 Df Sum Sq Mean Sq F value Pr(>F)  
tecnologia -- 674 ----- ----- 0.592  
Residuals --- 94142 -----

pairwise.t.test(nota,tecnologia,p.adjust.method = "none")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: nota and tecnologia   
##   
## Mathematica Python  
## Python 0.49 -   
## R 0.32 0.75   
##   
## P value adjustment method: none

Se pide

1. ¿Podemos asegurar que la muestras son normales en cada grupo? ¿y son homocedásticas? Sea cual sea la respuesta justificad que parte del código la confirma.
2. La función aov que test calcula. Escribid formalmente la hipótesis nula y la alternativa.
3. Calcula la tabla de ANOVA y resuelve el test.
4. ¿Qué contrates realiza la función pairwise.t.test? Utilizando los resultados anteriores aplicad e interpretad los contrates del apartado anterior utilizando el ajuste de Holm.

## Problema 6 : Comparación de las tasas de interés para la compra de coches entre seis ciudades.

Consideremos el data set [newcar.dat](%22https://www.itl.nist.gov/div898/education/anova/newcar.dat%22) de *Hoaglin, D., Mosteller, F., and Tukey, J. (1991). Fundamentals of Exploratory Analysis of Variance. Wiley, New York, page 71.*

Este data set contiene dos columnas:

* Rate (interes): tasa de interés en la compra de coches a crédito
* City (ciudad) : la ciudad en la que se observó la tasa de interés para distintos concesionarios (codificada a enteros). Tenemos observaciones de 6 ciudades.

datos\_interes=read.table("https://www.itl.nist.gov/div898/education/anova/newcar.dat",  
 skip=25)  
names(datos\_interes)=c("interes","ciudad")  
str(datos\_interes)

## 'data.frame': 54 obs. of 2 variables:  
## $ interes: num 13.8 13.8 13.5 13.5 13 ...  
## $ ciudad : int 1 1 1 1 1 1 1 1 1 2 ...

boxplot(interes~ciudad,data=datos\_interes)

![](data:image/png;base64,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)

Se pide:

1. Comentad el código y el diagrama de caja. (*0.5 puntos*)
2. Se trata de contrastar si hay evidencia de que la tasas medias de interés por ciudades son distintas. Definid el ANOVA que contrasta esta hipótesis y especificar qué condiciones deben cumplir las muestras para poder aplicar el ANOVA.
3. Comprobad las condiciones del ANOVA con un test KS y un test de Levene (con código de R). Justificad las conclusiones.
4. Realizad el contraste de ANOVA (se cumplan las condiciones o no) y redactar adecuadamente la conclusión. Tenéis que hacedlo con funciones de R.
5. Se acepte o no la igualdad de medias realizar las comparaciones dos a dos con ajustando los -valor tanto por Bonferroni como por Holm al nivel de significación . Redactad las conclusiones que se obtienen de las mismas.

## Problema 7: Cuestiones cortas

* Cuestión 1: Supongamos que conocemos el -valor de un contraste. Para que valores de nivel de significación RECHAZAMOS la hipótesis nula.
* Cuestión 2: Hemos realizado un ANOVA de un factor con 3 niveles, y hemos obtenido un -valor de 0.001. Suponiendo que las poblaciones satisfacen las condiciones para que el ANOVA tenga sentido, ¿podemos afirmar con un nivel de significación que las medias de los tres niveles son diferentes dos a dos? Justificad la respuesta.
* Cuestión 3: Lanzamos 300 veces un dado de 6 caras de parchís, queremos contrastar que los resultados son equiprobables. ¿Cuáles serian las frecuencias esperadas o teóricas del contraste?
* Cuestión 4: En un ANOVA de una vía, queremos contrastar si los 6 niveles de un factor definen poblaciones con la misma media. Sabemos que estas seis poblaciones son normales con la misma varianza . Estudiamos a 11 individuos de cada nivel y obtenemos que y . ¿Qué vale . ¿Qué valor estimamos que tiene ?
* Cuestión 6: Calculad la correlación entre los vectores de datos , .
* Cuestión 7: De estas cuatro matrices, indicad cuáles pueden ser matrices de correlaciones, y explicad por qué.

, , , .