|  |  |
| --- | --- |
| **Group** 8 | **Death Star Image Exfiltration** |
| **Major:** | **Team members:** |
| EE | Nicholas Michael |
| CEG | Mason McDaniel |
| IT/Cyber | Chase Ennis |
| IT/Cyber  CS | Cade Wrinkle  Michael Mowad |

**System Design Trades**

**Wireless Transmission**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Solution**  **[Requirement]** | **Rated Data Throughput**  **[90]** | **Cost** | **Native Encryption Support [80]** | **Existing Software Libraries / SDKs [Opt]** | **Existing Tutorials [Opt]** | **Follows WSU environment and safety regulations** |
| Enhanced Shockburst (ESB) | 2 Mbps and 1 Mbps [2] | $46.37 [3] | Yes [2] | Yes [1] | Yes [1] | Yes |
| Zigbee | 250 Kbps [4] | $100 for kit [4] | AES-128/256 [4] | Yes [4] | Yes [5] | Yes |
| Software Defined Radio | Up to 400 Gb/s [6] | $159.99 [8] | No [7] | Yes [7] | Yes [7] | Yes |
| QR Code | 180 Kbps \* [10] | $12.49 [10] | No [9] | Yes [9] | Yes [9] | Yes |
| Laser IRDA | 9600 bps – 16 Mbps [11] | 80€ [12] | No [11] | No | Yes [13] | No |

\* The data throughput of the QR code was calculated using the size of the QR code (3 kbs) and the speed of the raspberry pi camera (60 fps) allowing for a max data throughput of 180 kbps.

Wireless Transmission Design Explanation:

To transmit at least 10 1024x1024 images over a 600 second interval, the datarate of the transmission should be in excess of 420 Kbps. QR codes were removed from consideration due to the low supported data rate. IrDA can operate with a wide range of data rates, some of which are satisfactory and others that are unsatisfactory; it is implementation dependent. IrDA would require more effort for to implement the communication protocol atop the hardware layer than ESB and Zigbee, due to the lack of satisfactory libraries. For a single channel, the data rate of Zigbee is below the minimum viable rate. Additionally, the barrier cost of Zigbee is higher than ESB, so ESB is preferred over Zigbee.

Wireless Transmission Sources:
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**Image Recognition**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ***Option*** | ***Sample Size*** | ***Speed & Efficiency***  ***[Opt]*** | **Ease of Integration**  **[Opt]** | **Training Time** | **Accuracy & Percision** |
| K-Nearest Neighbor | Poor [10] | Slow [10] | Easy [15] | No training required [15] | Moderate [10] |
| Decision Tree | Good [13] | Fast [10] | Easy [13] | Moderate [13] | High [10] |
| Support vector machine | Moderate [11] [12] | Slow (Complex Kernels) [14] | Complex [14] | Long [14] | Very High [11] |
| Random Forest | Large [9] | Slow [9] | Complex [9] | Moderate [5] | High [7] |
| Linear Discriminant Classifier | Moderate [3] | Fast [6] | Easy [6] | Moderate [3] | High [5] |
| Logisitic Regression | Large [2] | Fast [2] | Easy [8] | Fast [8] | Moderate [1] |

The chart compares several Image Recognition methods including “K-Nearest Neighbor (KNN)”, “Decision Tree”, “Support Vector Machine”, “Random Forest”, “Linear Discriminant Classifier”, and “Logistic Regression”. They are rated based on Sample Size, Speed & Efficiency, Ease of Integration, Training Time, and Accuracy & Precision. If an option got a “poor” rating for Sample size, it means that it can only handle a small data set, and vice versa. If an option is “slow” for Speed & Efficiency, that means that the option is a time-consuming option, and vice versa. If an option is “complex” for Ease of Intergration, that means that it may be difficult to intergrade into the project. If an option is “Long” for Training Time, that means that it takes a while to train the dataset. And lastly, Accuracy & Precision is self-explanatory.
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**Encryption**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| ***Option*** | ***Key Length***  ***[80]*** | ***Encryption Speed***  ***[Opt]*** | ***Secure***  ***Low, Medium, High***  ***[Opt]*** | ***Tutorials for Implementation [Opt]*** | ***Known Attacks***  ***[Opt]*** | ***Time Required to Check all Possible Keys at 50 billion/Sec***  ***[Opt]*** | ***Raspberry PI Compatible***  ***With OpenSSL***  ***[Opt]*** |
| AES | 128/192/256 [1] | Fast [1] | High [1] | [5], [6] | Side Channel Attack [2] | 5x10^21 days [1] | Yes [10], [11] |
| DES | 56 [1] | Slow [1] | Low [1] | [6] | Brute Force Attack [2] | 400 days [1] | Yes  [12] |
| 3DES | 112/ 168 [1] | Slow [1] | Low [1] | [7] | Brute Force Attack, Chosen Plaintext, Known Plaintext [2] | 800 days [1] | Yes  [13] |
| Blowfish | 448 [1] | Fast [1] | Medium [1] | [8] | Dictionary Attack [2] | 3200 days [1] | Yes [14] |
| IDEA | 128 [3] | Slow [3] | Medium [3] | [9] | Meet in the Middle Attack [4] | N/A | Yes [15] |

Encryption Design Explanation:

DES was eliminated from consideration based on the key length not meeting our requirement (80). It also is not secure, and the brute force attack is a glaring vulnerability. 3DES is slow, insecure, and contains many known attacks. Therefore, 3DES is removed from consideration. IDEA is slow and speed is everything in this project. Thus, the only two remaining options are AES and Blowfish. Both are fast and meet the key length requirement. However, AES is more secure than IDEA, and the time required to check all the keys is substantially larger. After considering all of the options, we determined that AES will be the best option for encryption.
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