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# Download the data

path='C:/education.csv'

set.seed(123)  
f <- read.csv(file = path, header = TRUE, encoding = 'UNICOD')   
head (f)

## school sex age reason guardian traveltime studytime activities internet  
## 1 GP F 18 course mother 2 2 no no  
## 2 GP F 17 course father 1 2 no yes  
## 3 GP F 15 other mother 1 2 no yes  
## 4 GP F 15 home mother 1 3 yes yes  
## 5 GP F 16 home father 1 2 no no  
## 6 GP M 16 reputation mother 1 2 yes yes

## Висновок: для побудови моделі використані дані про освіту.

# Statistics

## Descriptive statistics

library (psych)  
describe(f)

## vars n mean sd median trimmed mad min max range skew  
## school\* 1 395 1.12 0.32 1 1.02 0.00 1 2 1 2.38  
## sex\* 2 395 1.47 0.50 1 1.47 0.00 1 2 1 0.11  
## age 3 395 16.70 1.28 17 16.63 1.48 15 22 7 0.46  
## reason\* 4 395 2.26 1.21 2 2.20 1.48 1 4 3 0.41  
## guardian\* 5 395 1.85 0.54 2 1.84 0.00 1 3 2 -0.11  
## traveltime 6 395 1.45 0.70 1 1.31 0.00 1 4 3 1.59  
## studytime 7 395 2.04 0.84 2 1.96 0.00 1 4 3 0.63  
## activities\* 8 395 1.51 0.50 2 1.51 0.00 1 2 1 -0.04  
## internet\* 9 395 1.83 0.37 2 1.91 0.00 1 2 1 -1.78  
## kurtosis se  
## school\* 3.68 0.02  
## sex\* -1.99 0.03  
## age -0.03 0.06  
## reason\* -1.40 0.06  
## guardian\* 0.15 0.03  
## traveltime 2.27 0.04  
## studytime -0.04 0.04  
## activities\* -2.00 0.03  
## internet\* 1.16 0.02

## Висновок: кількість спостережень – 395, кількість змінних – 9, з них якісних – 6, кількісних – 3. Пропущених значень і викидів немає.

## Factors as numeric

f$school <- as.numeric(as.factor(f$school))-1  
f$sex <- as.numeric(as.factor(f$sex))-1  
f$reason <- as.numeric(as.factor(f$reason))-1  
f$guardian <- as.numeric(as.factor(f$guardian))-1  
f$activities <- as.numeric(as.factor(f$activities))-1  
f$internet <- as.numeric(as.factor(f$internet))-1  
head (f)

## school sex age reason guardian traveltime studytime activities internet  
## 1 0 0 18 0 1 2 2 0 0  
## 2 0 0 17 0 0 1 2 0 1  
## 3 0 0 15 2 1 1 2 0 1  
## 4 0 0 15 1 1 1 3 1 1  
## 5 0 0 16 1 0 1 2 0 0  
## 6 0 1 16 3 1 1 2 1 1

## Висновок:моделі класифікації вимагають попереднього шкалювання кількісних змінних.

# Splitting the scaled dataset into the TRAIN set and TEST set

set.seed(123)  
library(caTools)  
split = sample.split(f$school, SplitRatio = 2/3)  
f\_train = subset(f, split == TRUE)  
f\_test = subset(f, split == FALSE)

## Висновок: підготований датасет розділено на навчальну та тестову вибірки.

# Features Scaling

mage <- mean(f\_train$age)  
sage <- sd(f\_train$age)  
mtraveltime <- mean(f\_train$traveltime)  
straveltime <- sd(f\_train$traveltime)  
mstudytime <- mean(f\_train$studytime)  
sstudytime <- sd(f\_train$studytime)  
  
f\_train$age <- (f\_train$age-mage)/sage  
f\_test$age <- (f\_test$age-mage)/sage  
  
f\_train$traveltime <- (f\_train$traveltime-mtraveltime)/straveltime  
f\_test$traveltime <- (f\_test$traveltime-mtraveltime)/straveltime  
  
f\_train$studytime <- (f\_train$studytime-mstudytime)/sstudytime  
f\_test$studytime <- (f\_test$studytime-mstudytime)/sstudytime  
  
head (f\_train)

## school sex age reason guardian traveltime studytime activities  
## 1 0 0 1.0834932 0 1 0.7771603 -0.04947419 0  
## 3 0 0 -1.3823879 2 1 -0.6378075 -0.04947419 0  
## 6 0 1 -0.5604275 3 1 -0.6378075 -0.04947419 1  
## 7 0 1 -0.5604275 1 1 -0.6378075 -0.04947419 0  
## 9 0 1 -1.3823879 1 1 -0.6378075 -0.04947419 0  
## 10 0 1 -1.3823879 1 1 -0.6378075 -0.04947419 1  
## internet  
## 1 0  
## 3 1  
## 6 1  
## 7 1  
## 9 1  
## 10 1

head(f\_test)

## school sex age reason guardian traveltime studytime activities  
## 2 0 0 0.2615328 0 0 -0.6378075 -0.04947419 0  
## 4 0 0 -1.3823879 1 1 -0.6378075 1.13790641 1  
## 5 0 0 -0.5604275 1 0 -0.6378075 -0.04947419 0  
## 8 0 0 0.2615328 1 1 0.7771603 -0.04947419 0  
## 11 0 0 -1.3823879 3 1 -0.6378075 -0.04947419 0  
## 13 0 1 -1.3823879 0 0 -0.6378075 -1.23685479 1  
## internet  
## 2 1  
## 4 1  
## 5 0  
## 8 0  
## 11 1  
## 13 1

## Висновок:моделі класифікації вимагають попереднього шкалювання кількісних змінних.

# Fitting (Benchmark model)

class\_lr <- glm(school ~ ., f\_train, family = binomial)  
summary(class\_lr)

##   
## Call:  
## glm(formula = school ~ ., family = binomial, data = f\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6505 -0.4048 -0.1601 -0.0718 2.5305   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.4111 0.7396 -1.908 0.05639 .   
## sex -0.9534 0.5636 -1.692 0.09071 .   
## age 1.9906 0.3982 4.999 5.77e-07 \*\*\*  
## reason -0.3025 0.2145 -1.411 0.15837   
## guardian -1.4180 0.4395 -3.226 0.00125 \*\*   
## traveltime 0.6621 0.2156 3.071 0.00213 \*\*   
## studytime -0.5328 0.3104 -1.717 0.08601 .   
## activities -0.3719 0.4724 -0.787 0.43105   
## internet 0.2354 0.6072 0.388 0.69827   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 191.01 on 263 degrees of freedom  
## Residual deviance: 123.17 on 255 degrees of freedom  
## AIC: 141.17  
##   
## Number of Fisher Scoring iterations: 7

## Висновок: значущими змінними є age, guardian та traveltime.

## Optimized model

class\_opt <- glm(school ~ age + guardian + traveltime, f\_train, family = binomial)  
summary(class\_opt)

##   
## Call:  
## glm(formula = school ~ age + guardian + traveltime, family = binomial,   
## data = f\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5330 -0.4599 -0.2063 -0.1053 2.6360   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.1731 0.3973 -5.470 4.49e-08 \*\*\*  
## age 1.8242 0.3502 5.209 1.90e-07 \*\*\*  
## guardian -1.2495 0.4008 -3.117 0.00183 \*\*   
## traveltime 0.7797 0.1991 3.917 8.98e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 191.01 on 263 degrees of freedom  
## Residual deviance: 131.27 on 260 degrees of freedom  
## AIC: 139.27  
##   
## Number of Fisher Scoring iterations: 7

## Висновок: всі змінні оптимізованої моделі є значущими, AIC став нижчим

# Predicting

p <- predict(class\_opt, f\_test[, c('age','guardian','traveltime')], type = 'response')  
y <- ifelse(p > 0.5, 1, 0)

## Висновок: розраховані ймовірності віднесення об’єктів до кожного з двох класів (вектор р), визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test[, 'school'], y > 0.5)  
print(cm)

##   
## FALSE TRUE  
## 0 114 2  
## 1 9 6

## Висновок: точність моделі - (114 + 6) / 131 = 91,6 %, частка невірно класифікованих випадків – (9 + 2) / 131 = 8,3 %. Чутливість моделі – 6 / (9 + 6) = 40 %, специфічність – 114 / (114 + 2) = 98,2 %, тобто модель більш чутлива до виявлення негативних випадків.

## ROC

library(ROCR)  
pref <- prediction(p, f\_test$school)  
perf <- performance(pref, "tpr", "fpr")  
plot(perf)
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class\_opt2 <- glm(school ~ age + traveltime, f\_train, family = binomial)  
summary(class\_opt2)

##   
## Call:  
## glm(formula = school ~ age + traveltime, family = binomial, data = f\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.7508 -0.5198 -0.1860 -0.1072 2.4464   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.8395 0.3325 -8.540 < 2e-16 \*\*\*  
## age 1.3479 0.2658 5.070 3.97e-07 \*\*\*  
## traveltime 0.7119 0.1891 3.764 0.000167 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 191.01 on 263 degrees of freedom  
## Residual deviance: 141.80 on 261 degrees of freedom  
## AIC: 147.8  
##   
## Number of Fisher Scoring iterations: 6

## Висновок: всі змінні оптимізованої моделі є дуже значущими, AIC став трохи вищим

# Predicting

p <- predict(class\_opt2, f\_test[, c('age','traveltime')], type = 'response')  
y <- ifelse(p > 0.5, 1, 0)

## Висновок: розраховані ймовірності віднесення об’єктів до кожного з двох класів (вектор р), визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test[, 'school'], y > 0.5)  
print(cm)

##   
## FALSE TRUE  
## 0 113 3  
## 1 9 6

## Висновок: точність моделі - (113 + 6) / 131 = 90,8 %, частка невірно класифікованих випадків – (9 + 3) / 131 = 9,1 %. Чутливість моделі – 6 / (9 + 6) = 40 %, специфічність – 113 / (113 + 3) = 97,4 %, тобто модель більш чутлива до виявлення негативних випадків.

## ROC

library(ROCR)  
pref <- prediction(p, f\_test$school)  
perf <- performance(pref, "tpr", "fpr")  
plot(perf)

![](data:image/png;base64,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) ##Висновок: співвідношення істинно-позитивних і хибно-позитивних випадків свідчить про досить високу якість моделі. # Visualising the Test set results

library(ggplot2)

##   
## Attaching package: 'ggplot2'

## The following objects are masked from 'package:psych':  
##   
## %+%, alpha

set = f\_test[,c('age','traveltime','school')]  
X1 = seq(min(set['age']) - 1, max(set['age']) + 1, by = 0.01)  
X2 = seq(min(set['traveltime']) - 1, max(set['traveltime']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('age', 'traveltime')  
prob\_set = predict(class\_opt2, grid\_set, type = 'response')  
y\_grid = ifelse(prob\_set > 0.5, 1, 0)  
plot(set[, -3],  
 main = 'Logistic Regression',  
 xlab = 'age', ylab = 'traveltime',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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write.csv2(f\_train, file = "education\_train.csv")  
write.csv2(f\_test, file = "education\_test.csv")