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# Download the data

set.seed(123)  
f\_train <- read.csv2('education\_train.csv', header = TRUE, encoding = 'UNICOD')  
f\_test <- read.csv2('education\_test.csv', header = TRUE, encoding = 'UNICOD')  
f\_train <- f\_train[-1]  
f\_test <- f\_test[-1]

## Висновок: завантажано датасет,який було розподілено на навчальну та тестову вибірки.

# Fitting SVM model

# install.packages('e1071')  
library(e1071)  
class\_svm\_l = svm(school ~ age + traveltime, data = f\_train, kernel = 'linear')  
summary(class\_svm\_l)

##   
## Call:  
## svm(formula = school ~ age + traveltime, data = f\_train, kernel = "linear")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: linear   
## cost: 1   
## gamma: 0.5   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 66

## Висновок: для навчання базової моделі, заснованої на методі опорних векторів, вибрано лінійне ядро.

# Predicting

p <- predict(class\_svm\_l, f\_test[, c('age','traveltime')])  
y <- ifelse(p > 0.5, 1, 0)

## визначено класи об’єктів (вектор у)

## Confusion Matrix

cm = table(f\_test[, 'school'], y)  
print(cm)

## y  
## 0  
## 0 116  
## 1 15

## Висновок: точність моделі погіршалася в порівнянні із логістичною регрессією

# Visualising the Test set results

xgrid = expand.grid(age = f\_test$age, traveltime = f\_test$traveltime)  
ygrid = predict(class\_svm\_l, xgrid)  
  
plot(xgrid, col = as.numeric(ygrid), pch = 10, cex = .9)  
points(f\_test[, c('age','traveltime')], col = as.factor(f\_test$school), pch = 19)

![](data:image/png;base64,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) ##Висновок: на графіку світлим позначені випадки потрапляння в перший тип школи, темним – у другий. Модель описує лінійний варіант розподіляючої кривої. # Fitting RBF-kernel model

# install.packages('e1071')  
library(e1071)  
class\_svm\_r = svm(school ~ age + traveltime, data = f\_train, kernel = 'radial')  
summary(class\_svm\_r)

##   
## Call:  
## svm(formula = school ~ age + traveltime, data = f\_train, kernel = "radial")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: radial   
## cost: 1   
## gamma: 0.5   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 70

## Висновок: для навчання моделі, заснованої на методі опорних векторів, вибрано нелінійне ядро.

# Predicting

p <- predict(class\_svm\_r, f\_test[, c('age','traveltime')])  
y <- ifelse(p > 0.5, 1, 0)

## визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test[, 'school'], y)  
print(cm)

## y  
## 0 1  
## 0 116 0  
## 1 14 1

## Висновок: точність моделі стала вищою

# Visualising the Test set results

library(ggplot2)  
set = f\_test[,c('age','traveltime','school')]  
X1 = seq(min(set['age']) - 1, max(set['age']) + 1, by = 0.01)  
X2 = seq(min(set['traveltime']) - 1, max(set['traveltime']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('age', 'traveltime')  
p\_grid = predict(class\_svm\_r, grid\_set)  
y\_grid <- ifelse(p\_grid > 0.5, 1, 0)  
plot(set[, -3],  
 main = 'SVM',  
 xlab = 'Age', ylab = 'Traveltime',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))

![](data:image/png;base64,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) ##Висновок: на графіку червоним позначені випадки потрапляня до школи першого типу, зеленим – ло другого. Червоним виділена зона високої ймовірності потрапляння до першого типу. Модель описує нелінійний варіант розподіляючої кривої.