# Introduction

Radiology reports are used by departments internationally in order to provide patients with vital information regarding their diagnosis. Nevertheless, a common theme among reports is a lack of intelligible dialogue and an unfocused style leading to clinically futile information (1). While the impressions section of report has become a common theme in radiology that can provide summary-like information to the patient which includes their symptoms, findings, official medical diagnosis, and future needed steps for the radiology department to complete (2), there is no definitive measure of distance between multiple reports and their findings. Because many reports are formatted in similar styles (3), any measure of similarity between 2 reports must filter through vital and repeated information. This question has been explored in radiology (4) through a lens of the ct-scans and image classification, however, one that uses the language found in the reports to measure distance has not been attempted (5).

Natural language Processing (NLP) has been previously applied to create vector distances between bodies of text (6). This task is done through the use of word embeddings – universalized formatting for words to be represented and compared with one another (7). The practice of radiology embeddings has been applied with common databases for radiology terms such as radiopaedia (8); however, embeddings have not been comparatively used with reports to produce a similarity index.

In our work, we show that embeddings between words can be used to create a distance score between radiology reports. We use the labels (9) and article titles (10) on radiopaedia – a database of radiology terms and their medical significance (11) – to find matches between 2 reports. [ADD NLP findings here]
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