**KALMAN FILTERING**

There are instances where you have to take some action on a system based on its current state but there is a delay in getting the feedback from the sensor so you cannot take the appropriate action on the system thereby causing instability in the system. Filtering is necessary in many situations in engineering and embedded systems. For example, radio communication signal are heavily corrupted with noise or a GPS does not give an accurate location of the device, etc. Thus we need a good filtering algorithm which helps us remove the noise from signals as much as possible while retaining the useful information. In another instance, power supplies filter the line voltages in order to remove the unnecessary fluctuations that may result in shortening of the lifespan of devices like Computers, refrigirators. Kalman filters is an optimal estimation algorithm which helps us estimate the variables of a wide range of processes(in other terms, state of a system) when we’re unable to find them correctely(doubtful) due to limitations such as accuracy and other physical constraints. Kalman filters are mainly useful when – i) Variables of interest cannot be measured directly and are measurable only indirectly(for eg, velocity of a bird cannot be found by just observing it, so we try to find it indirectly using its previous velocity and position), ii) Available measurements of different variables from sensors,etc are subject to noise(leading to inaccuracy). Kalman filters are used to filter noisy signals, predict future states and also generate non-observable states.

As the values generated by sensors are noisy and cannot be used directly in state estimation, we have to filter the noisy signals. Kalman filters are reliable as they would not just help us filter the electromagnetic signals but also account for the uncertainity in the generated signal every step. Secondly, Kalman filters use of predicting future states is helpful when there are large time delays in the sensor feedback as this can cause instability in a system. Also, Kalman filters can be used to generate non-observable states like velocity of a moving object. At a time frame we have position of an object(a bird or a vehicle) but just differentiating positions in successive time frames to get the velocity might fetch us inaccurate results.

Kalman filters are reliable because they not only give good results in practicality but also easily and properly understandable theoretically. It can also be shown that of all possible filters, Kalman filters minimizes the variance of estimation error one of the most. They are often implemented in Embedded control systems because they can be used to generate an accurate estimation of a process variable which in turn can be used in controlling the main process. Another major use of this algorithm is that it does not require the history of all the previous states in finding the next state and only requires the immediate last state and a covariance matrix that defines the probability of the state being correct.

Kalman filters produce the optimal estiamate only for a linear system, i.e., in order to use Kalman filters to remove the noise, the process we are measuring must be describable by a linear system. In simpler terms, the system should be close to a linear response with respect to time in order to be applicable for Kalman filters. Examples of linear systems are Car driving, Planet revolution, radio signals etc.

There are two phases in Kalman filter, Prediction equations and Updation equations. Prediction equations give an estimate of the current state based on the previous state(only) and the input action, whereas in Update phase the difference between the current prediction and current observation is taken into consideration to refine the estimated state. The estimate given by prediction equations is called ‘a priori’ state estimate and update equation is called ‘a posteriori’ state estimate. These two phases keep running alternatively, with prediction followed by updation.

Prediction Equations -

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAPBAMAAAAv/YF4AAAAMFBMVEX///8AAAC6urpUVFQyMjLMzMyqqqpERESYmJgiIiJmZmbu7u6IiIh2dnYQEBDc3Nxynk6iAAABqklEQVQ4EZ2PO0sDQRSFj4kZ1iRmJfgoIrg+sAqSmEbEIiCCnUYULFcLFSuxUBshkFKRgKWgk/gHIghit40IkmAKU2nEn7AigoiKszOOZieBgFPce8937hxmAE98Cks7cJ+g6dY/SlA9N1HabOC3UQyr+NlSCddU0BSQsusXtIjPUOldWSVcU0GvgTNDjK7aO+eSTGgvMRVxTQXdBQ4a+Y+mSj/8SZD1xbzKqQBhkBmsWYGk4vebHCSck+YjDT7B9McqXNQUymdP98ppwbeQJcqz9UyyZtcZiUE6YLca0E+E47FY9yYSh4kxNrRvgBzp7WVvWvqIOntvvi6n1ZyL4k0EaGEkK2jGEp3y1spUN0J2yJa+NsGMQBqT3P/72j10lj0EW9/gDjR21TmU15ZZePrwhS9d+thnxiewVOALshADCPvK4zC123UO3UEjwKWFeVwT6TtBgz0IxKdlhtP1XBqfnQP59zX4K6Q+KHhcLI0C/uXBPenzF9VmqHNbCcFq9eH3a2VlgfkoVatW06Bz76vrRUoOpN80KKpd8burW2qE0NIn22bjhX/QbxZrZJTUxd3iAAAAAElFTkSuQmCC)  
 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG4AAAASBAMAAABIlfZyAAAAMFBMVEX///8AAACYmJh2dnbMzMyqqqrc3Nzu7u4iIiK6urpUVFQQEBBEREQyMjJmZmaIiIi+G+TIAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABt0lEQVQoFZVSPUvDUBQ9tvloqE2KVEURrDr40YL1D0gEu4hDqIPoFHFREYmDIOhQRHQrHQTXdu2iOAu6Kg5F/0BREAeJhaIUQfS+92Jo6VC9kHfvOececu9LgLaxP3yRtNt2tTYsKlnZaaVbGcMCtvprJZtJ7zDlitTUNJl5bsK/YDsOSFHI50SoXYBOuCE2TezaDdgvv1KAUYYSI8Z4AEJel8I7lCMgWOBl86HNEdtZgRwl/qQE7Hm6znOkCj7KSHrB9gSRDP0aCFsI0WtRfQWWPVn4hhzyRaGmj7WCJ4g0amSBFUc7Ixhw6gjc5YUgfDkCwSykYEo6p91dikemq1aAcGJ4nIEdJFgSwX1qN4FIgTbJy2VP4En//owCtBaLt++iKADXfXFdS9zWik2bOHrlV2N5FlIvcMEpycSM44tiTnbLt/SsIWw3zlmFGoPaw7sNYNvkFTuE715b4gOOoeYrVBg20Ce+OfABdOR9VfjWZHmCUU+ZuK8ASrGK1YHT+hXjNgahTN34qvAp00mL/QGHPt+uED4ayVynVrq8PwZ7C4uglQK0LK//cxg58s0f/MfCe6VL4AdW4lg2ncpj1QAAAABJRU5ErkJggg==)

Updation Equations -
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X, x – Variables representing the state(the values we are trying to estimate/filter)

u - Action taken at a timestep(input)

P,p - Measure of estimated accuracy of state estimate(covariance matrix)

Q - Covariance of the process noise

R - Covariance of the observation noise

H - Observation(sensors) model

K - Matrix updated every step(called Kalman Gain)

z - Measurements given by the sensors

I - Identity matrix

The matrices A and B can be found if we get system data by doing some experiments before creating the filter. Firstly, if input is 0, newstate can be given by A\*laststate. Thus we can get the value of matrix A. Using this A, we can solve for the value of B by giving a known input.

Thus, once we have all the variables required, we start with current state x, current covariance matrix P, and current input u, we calculate the predicted state X and predicted covariance matrix p. Then we get the measurement z from the sensors, which we use in the update equations to modify the predictions accordingly and get updated state matrix and covariance. This continues based on our requirement of number of predictions(time of the experiment).

There are many applications of Kalman filtering, most of them being the systems where there is delay or inaccuracy in getting the observations. Most important ones are radar tracking of aircrafts, missiles etc, acoustic tracking of submarines, visual tracking of vehicles and people, etc. It can also be used to reconstruct particle trajectories from photographs and ocean currents from satellite surface measurements. It is considered analogous to Hidden Markov Models where we use discrete state variables, but here any system characterised by continuous state variables along with noise can applied on. The main limitation of Kalman filters is that it can be used only on linear systems. The extended Kalman Filters(EKF) tries to overcome this limitation by allowing the non linear systems too. There is also another variation called Unscented Kalman Filter.

The attached file is the implementation of Kalman filters on estimation of position of a vehicle moving randomly with changing its velocities continuously. All the inputs(both measurements and actions) were randomly generated numbers, which led to huge scattering of the output variables too. As explained above, it can be seen in the code that there are two phases ‘Prediction’ and ‘Updation’ in the function ‘update’. All other values, i.e. noise matrices, observation matrices, A and B were also chosen randomly. The library ‘Eigen’ was used to simply the implementation of matrix related calculations.