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#Question and answers

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

Ans: 0

2.What is a choice of k that balances between overfitting and ignoring the predictor information?

Ans: K = 3

3.Show the confusion matrix for the validation data that results from using the best k.

Ans: Reference Prediction 0 1 0 1786 63 1 9 142

4.Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

Ans: 0

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

Ans:

#confusion Matrix for training set Reference Prediction 0 1 0 2263 54 1 5 178

#confusion matrix for validaion set

Reference

0 1

Prediction 0 358 42

1 6 94

#confusion matrix for test set

Reference

Prediction 0 1 0 884 35 1 4 77

#Differences between accuracy, sensitivity,Pos Pred Value and Neg Pred Value for training, validation and test data sets

#Comparing training with validation

Accuracy: Train data set has a higher accuracy (0.9764) than the validation (0.968 ).

Sensitivity:Train has higher sensitivity (0.7672) than validation (0.69118).

Specificity :Train has higher specificity (0.9978) than validation (0.99560).

Positive Predictive Value : Train has a higher positive predictive value (0.9727) than validation (0.94000)

Negative predictive value : Train has a higher negative predictive value (0.9767) than validation (0.97000)

##Comparing test with validation

Accuracy: Validation has a higher accuracy (0.968) than Test (0.961).

Sensitivity : Validation has higher sensitivity (0.69118) than Test (0.6875).

Specificity : Validation has higher specificity (0.99560)than Test (0.9955).

Positive Predictive Value: Test has a higher positive predictive value (0.9506) than validation (0.9400).

Negative predictive value : validation data set has a higher negative predictive value (0.97000) than test (0.9619)

## Comparing test with train

Accuracy: Training (0.9764) has a slighly higher value than testing (0.961)

sensitivity: Training (0.7672) has a higher sensitivity than testing(0.6875)

specificity: specificity of training (0.9978) is higher than testing (0.9955)

positive predictive value: Training (0.9727) has a higher value than testing (0.9506)

negative predicitive value: training (0.9767) has a higher value than testing (0.9619)

##Reasons

Reasons why validation set and training set has higher accuracy, sensitivity, specificity, positive predictive value and negative predictive value than test set can be:

1. The random data split can lead to unequal data distribution and may cause the model to perform better in some places where there are easier samples and it might not perform better in some cases.
2. The size of the data might be one more reason for differences in the the values. smaller data set and larger dataset may have different values.
3. This can happen when the data of testing is overfitted.

#loading the required libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

#Reading the data.

universalbank\_df <- read.csv("UniversalBank.csv")  
dim(universalbank\_df)

## [1] 5000 14

t(t(names(universalbank\_df))) # The t function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#Droping ID and ZIP code

universalbank\_df <- universalbank\_df[,-c(1,5)]

Splitting the Data into 60% training and 40% validation. Transform categorical variables into dummy variables

# Education is only the categorical variable, so change it to factor

universalbank\_df$Education <- as.factor(universalbank\_df$Education)

# convertion of Education to Dummy Variables

groups <- dummyVars(~., data = universalbank\_df) # This creates the dummy groups  
universal\_modification.df <- as.data.frame(predict(groups,universalbank\_df))

set.seed(1) # Important to ensure that we get the same sample if we rerun the code  
training\_index <- sample(row.names(universal\_modification.df), 0.6\*dim(universal\_modification.df)[1])  
validate\_index <- setdiff(row.names(universal\_modification.df), training\_index)   
train\_set <- universal\_modification.df[training\_index,]  
valid\_set<- universal\_modification.df[validate\_index,]  
t(t(names(train\_set)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

## normalizing the data

training\_norm <- train\_set[,-10] # Note that Personal Income is the 10th variable  
validation\_norm <- valid\_set[,-10]  
  
normalized\_values <- preProcess(train\_set[, -10], method=c("center", "scale"))  
training\_norm <- predict(normalized\_values, train\_set[, -10])  
validation\_norm <- predict(normalized\_values, valid\_set[, -10])

#Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# creating a sample  
new\_cust <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)

# Normalizing the new customer

new.cust<- predict(normalized\_values, new\_cust)

## prediction using k-NN

knn.pred <- class::knn(train = training\_norm,   
 test = new.cust,   
 cl = train\_set$Personal.Loan, k = 1)  
knn.pred

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

# Calculation of accuracy for each value of k  
# Set the range of k values to consider  
  
accuracy <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 knn.pred <- class::knn(train = training\_norm,   
 test = validation\_norm,   
 cl = train\_set$Personal.Loan, k = i)  
 accuracy[i, 2] <- confusionMatrix(knn.pred,   
 as.factor(valid\_set$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy[,2] == max(accuracy[,2]))

## [1] 3

plot(accuracy$k,accuracy$overallaccuracy)

![](data:image/png;base64,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)

3.Show the confusion matrix for the validation data that results from using the best k.

#Creating a Confusion Matrix for best K=3

knn.pred <- class::knn(train = training\_norm,   
 test = validation\_norm,   
 cl = train\_set$Personal.Loan, k = 3)

confusionMatrix(knn.pred, as.factor(valid\_set$Personal.Loan), positive = "1")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.6927   
## Specificity : 0.9950   
## Pos Pred Value : 0.9404   
## Neg Pred Value : 0.9659   
## Prevalence : 0.1025   
## Detection Rate : 0.0710   
## Detection Prevalence : 0.0755   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 1   
##

4.Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

#The new customer is already normalized in question 1, so using the same data

knn.prediction <- class::knn(train = training\_norm,   
 test = new.cust,   
 cl = train\_set$Personal.Loan, k = 3)  
knn.prediction

## [1] 0  
## Levels: 0 1

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

# Spliting the data into 50% training, 30% Validation and 20% Testing

set.seed(1)  
Training.1 <- sample(row.names(universal\_modification.df), 0.5\*dim(universal\_modification.df)[1])  
validation1 <- sample(setdiff(row.names(universal\_modification.df),Training.1),0.3\*dim(universal\_modification.df)[1])  
Testing1 <-setdiff(row.names(universal\_modification.df),union(Training.1,validation1))  
Training\_data\_set <- universal\_modification.df[Training.1,]  
Valid\_Data\_set <- universal\_modification.df[validation1,]  
Testing\_Data\_set <- universal\_modification.df[Testing1,]

### Normalizing the data

normalized\_train <- Training\_data\_set[,-10]  
norm.valid <- Valid\_Data\_set[,-10]  
norm.test <-Testing\_Data\_set[,-10]  
  
normalized.values <- preProcess(Training\_data\_set[, -10], method=c("center", "scale"))  
Train1 <- predict(normalized.values, normalized\_train)  
valid1 <- predict(normalized.values, norm.valid)  
test1 <-predict(normalized.values,norm.test)

### prediction using K-NN(k- Nearest neighbors)

knn\_train = class::knn(train = Train1,   
 test = Train1,   
 cl = Training\_data\_set$Personal.Loan,   
 k = 3)  
  
knn\_validation = class::knn(train = Train1,   
 test = valid1,   
 cl = Training\_data\_set$Personal.Loan,   
 k = 3)  
  
knn\_testing = class::knn(train = Train1,   
 test = test1,   
 cl = Training\_data\_set$Personal.Loan,   
 k = 3)

#confusion matrix for training data set

Train.confusion.matrix = confusionMatrix(knn\_train,   
 as.factor(Training\_data\_set$Personal.Loan),   
 positive = "1")  
  
Train.confusion.matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2263 54  
## 1 5 178  
##   
## Accuracy : 0.9764   
## 95% CI : (0.9697, 0.982)  
## No Information Rate : 0.9072   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8452   
##   
## Mcnemar's Test P-Value : 4.129e-10   
##   
## Sensitivity : 0.7672   
## Specificity : 0.9978   
## Pos Pred Value : 0.9727   
## Neg Pred Value : 0.9767   
## Prevalence : 0.0928   
## Detection Rate : 0.0712   
## Detection Prevalence : 0.0732   
## Balanced Accuracy : 0.8825   
##   
## 'Positive' Class : 1   
##

###confusion Matrix for validation data set

validation.confusion.matrix = confusionMatrix(knn\_validation,   
 as.factor(Valid\_Data\_set$Personal.Loan),   
 positive = "1")  
  
validation.confusion.matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1358 42  
## 1 6 94  
##   
## Accuracy : 0.968   
## 95% CI : (0.9578, 0.9763)  
## No Information Rate : 0.9093   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7797   
##   
## Mcnemar's Test P-Value : 4.376e-07   
##   
## Sensitivity : 0.69118   
## Specificity : 0.99560   
## Pos Pred Value : 0.94000   
## Neg Pred Value : 0.97000   
## Prevalence : 0.09067   
## Detection Rate : 0.06267   
## Detection Prevalence : 0.06667   
## Balanced Accuracy : 0.84339   
##   
## 'Positive' Class : 1   
##

### Test confusion Matrix

test.confusion.matrix = confusionMatrix(knn\_testing,   
 as.factor(Testing\_Data\_set$Personal.Loan),   
 positive = "1")  
  
  
test.confusion.matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 884 35  
## 1 4 77  
##   
## Accuracy : 0.961   
## 95% CI : (0.9471, 0.9721)  
## No Information Rate : 0.888   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.777   
##   
## Mcnemar's Test P-Value : 1.556e-06   
##   
## Sensitivity : 0.6875   
## Specificity : 0.9955   
## Pos Pred Value : 0.9506   
## Neg Pred Value : 0.9619   
## Prevalence : 0.1120   
## Detection Rate : 0.0770   
## Detection Prevalence : 0.0810   
## Balanced Accuracy : 0.8415   
##   
## 'Positive' Class : 1   
##

#Differences between accuracy, sensitivity,Pos Pred Value and Neg Pred Value for training, validation and test data sets

#Comparing training with validation

Accuracy: Train data set has a higher accuracy (0.9764) than the validation (0.968 ).

Sensitivity:Train has higher sensitivity (0.7672) than validation (0.69118).

Specificity :Train has higher specificity (0.9978) than validation (0.99560).

Positive Predictive Value : Train has a higher positive predictive value (0.9727) than validation (0.94000)

Negative predictive value : Train has a higher negative predictive value (0.9767) than validation (0.97000)

##Comparing test with validation

Accuracy: Validation has a higher accuracy (0.968) than Test (0.961).

Sensitivity : Validation has higher sensitivity (0.69118) than Test (0.6875).

Specificity : Validation has higher specificity (0.99560)than Test (0.9955).

Positive Predictive Value: Test has a higher positive predictive value (0.9506) than validation (0.9400).

Negative predictive value : validation data set has a higher negative predictive value (0.97000) than test (0.9619)

## Comparing test with train

Accuracy: Training (0.9764) has a slighly higher value than testing (0.961)

sensitivity: Training (0.7672) has a higher sensitivity than testing(0.6875)

specificity: specificity of training (0.9978) is higher than testing (0.9955)

positive predictive value: Training (0.9727) has a higher value than testing (0.9506)

negative predicitive value: training (0.9767) has a higher value than testing (0.9619)

##Reasons

Reasons why validation set and training set has higher accuracy, sensitivity, specificity, positive predictive value and negative predictive value than test set can be:

1. The random data split can lead to unequal data distribution and may cause the model to perform better in some places where there are easier samples and it might not perform better in some cases.
2. The size of the data might be one more reason for differences in the the values. smaller data set and larger dataset may have different values. 3.This can happen when the data of testing is overfitted.