**ABSTRACT**

**Image recognition** is one of the hallmark tasks of computer vision, allowing the definition of a context for object recognition.  A deep convolutional neural network architecture codenamed as **‘Inception’** is the one that achieves the new state of the art for classification and detection in the ImageNet Large-Scale Visual Recognition (ILSVR). One particular incarnation of ILSVR is called **‘GoogLeNet’**, a 22 layers deep network, the quality of which is assessed in the context of classification and detection.

**‘We Need To Go Deeper’** This phrase can indicate that further investigation is needed with image processing today and it results in going beyond the two-dimensional and going deeper to see what is actually in the image. It is the real computer vision. For such a deeper vision, a deep learning library called **‘Keras’** which is a python library that runs on top of Theano is implemented. **‘Theano’** is a Python library that allows defining, optimizing, and evaluating mathematical expressions involving multi-dimensional arrays efficiently which bolsters image recognition accuracy. GoogLeNet was one of the first models that introduced the idea that **Convolution Neural Network** (CNN) layers did not always have to be stacked up sequentially. Coming up with the Inception module, it is a creative structuring of layers that can lead to improved performance and computationally efficiency in recognition of images. Thus the concepts of GoogLeNet in Keras will set the computational intelligence stage for some amazing architectures that could advance the fields of computer vision and image recognition.
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