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**Introduction**

The 2020 US Presidential Election caused a great deal of speculation surrounding voter-turnout, largely driven by the high-profile candidates and new voting methods enacted to account for Covid-19 safety precautions. Furthermore, there is a long-standing interest in what drives eligible voters to either vote or not vote, and who to vote for if a vote is cast. We decided we would like to dive deeper into the latter and explore which characteristics and features of a voter drove them to choose between Donald Trump and Joe Biden in the 2020 US Presidential Election.

In this paper, we explain how we conducted EDA on a survey results dataset, determined which features highly influenced voter decisions, and trained both a random forest and a gradient boosting classifier to predict which candidate a voter will vote for based on survey answers and demographic information.

**Dataset Description**

The dataset used in this project contains the results from a survey conducted in September 2020 by Ipsos, a multinational market research and consulting firm, and FiveThirtyEight, an American website that focuses on opinion poll analysis, politics, economics, and sports blogging. The survey focused on political subjects including what it means to be a good American, how much the survey respondent agrees or disagrees with various statements regarding systemic racism, their trust and faith in the US government, how they are affected by government policy making, thoughts on voting and past voting actions, demographic information, and who they plan to vote for in the presidential election. The raw dataset contained 119 features (columns) and 5836 observations (rows), but we reduced the number of features to 95 after deciding some were unnecessary for our project. All features are categorical due the survey questions prompting predefined answers from a given set of options. The target variable, question 23 in the survey, asked “Which presidential candidate are you planning to support?” and the given options were, “Donald Trump”, Joe Biden”, and “Unsure.”

**Data Mining/Learning Techniques**

The two machine learning techniques we decided to use are random forest and gradient boosting classifiers. Random forest and gradient boosting classifiers are similar in that they both are sets of decision trees. The two classifiers differ in two main ways: how the trees are built, and how the results are combined. In a random forest, decision trees are built independently of one another in parallel and the results are combined at the end by averaging the results from each tree. The gradient boosting classifier builds a sequence of decision trees with each tree prioritizing weak learners from the previous tree to improve its classification ability while combining results along the way.

<https://www.datasciencecentral.com/profiles/blogs/decision-tree-vs-random-forest-vs-boosted-trees-explained#:~:text=Like%20random%20forests%2C%20gradient%20boosting,one%20tree%20at%20a%20time>.

**EDA/Preprocessing**
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