Optimizers -Kush Maniar

Abh yeh Optimizer kya hote hai? They are nothing but algorithms to adjust your neural network to reduce the value of loss function. This is done by knowing when and by how much to change the weights of the model. The first most obvious optimizer is Gradient Descent and the way it works is the weights and learning rates are adjusted by small values iteratively until it reaches the minimum value of the loss function. In conclusion the optimizer and loss function go hand in hand and provide an improved accuracy on our model.