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# 摘 要

随着人工智能技术的快速发展，越来越多的算法得到应用。自然语言处理作为人工智能领域中的一个重要分支一直是许多人关注的焦点，而知识图谱是自然语言处理中一个重要的研究方向。构建知识图谱的数据来源包括结构化文本和非结构化文本，作为构建知识图谱的重要数据来源之一的非结构化文本，如何从中提取高质量的信息成为一个研究热点。

面对上文所述的问题，一个能够提供高质量数据的信息抽取系统就显得十分重要。本文基于从非结构化文本中进行信息抽取的背景，以构建知识图谱时所需的三元组作为目标，实现从非结构化数据到知识图谱三元组的数据处理与转换。

本文基于针对非结构化文本的信息抽取系统的具体项目，针对金融上市公司领域进行命名实体识别、实体间关系抽取。由于基于深度学习的命名实体识别和关系抽取在不需要很多额外特征的基础上相对于传统机器学习就能得到更好的效果，所以本文从模型设计和实现的角度提出了基于深度学习框架Tensorflow实现模型、搭建信息抽取系统这一解决方案。本文的主要工作如下：

1. 针对命名实体识别的问题，本文基于深度学习框架Tensorflow采用双向长短时记忆神经网络（Bi-LSTM）+条件随机场（CRF）实现命名实体识别模型，对金融领域中的六个类别的实体进行命名实体识别。
2. 针对关系抽取问题，本文基于深度学习框架Tensorflow采用残差网络（ResNet）+卷积神经网络（CNN）实现关系抽取模型，对金融领域中的各种类别实体间的各种关系进行识别与抽取。
3. 针对关系抽取中文标注语料数量较少、标注困难的问题，文本采用远程监督的方法来大量扩充标注数据，从一定程度上减少模型对人工标注数据的依赖。

**关键词**：信息抽取，命名实体识别，知识图谱，关系抽取，深度学习

# Abstract

With the rapid development of artificial intelligence, more and more algorithm were applied.Natural Language Processing has always been the focus of many people as an important branch in the field of artificial intelligence,and Knowledge Graph is an important research direction in Natural Language Processing.The data sources for constructing Knowledge Graph include structured text and unstructured text.As an unstructured text that is one of the important data sources for constructing Knowledge Graphs,how to extract high quality information from it becomes a research hot spot.

In the face of the problems described above,an information extraction system that provides high quality data is very important.Based on the background of information extraction from unstructured texts,this thesis aims to construct data graphs form the unstructured data to the Knowledge Graph triples.

Based on the specific project of information extraction system for unstructured texts,this thesis proposes named entity recognition and inter-entity Relation extraction for financial listed companies.Due to Named Entity Recognition and Relation Extraction based on Deep Learning can achieve better results than traditional Machine Learning without much additional features,from the perspective of model design and implementation,this thesis proposes a model based on a Deep Learning framework Tensorflow and builds an information extraction system as the solution.The main work of this thesis is as follows:

(1) For the problem of Named Entity Recognition,this thesis based on the deep learning framework Tensorflow uses the Bidirectional long-short-term memory neural network(Bi-LSTM) + conditional random field(CRF) to implement the Named Entity Recognition model,and recognizes the six categories of entities in the financial field.

(2) For the problem of Relation Extraction,this thesis based on the deep learning framework Tensorflow uses the Residual Network (ResNet) + Convolutional Neural Network (CNN) to implement the Relation Extraction model to identify and extract various Relations among various categories of entities in the financial field.

(3) For the problem of Chinese Relation Extraction with small corpus and difficult labeling,this thesis uses Distance Supervision to expand the annotation data in a large amount,which reduces the dependence of the model on manual annotation data to a certain extent.

**Keywords**：Information Extraction,Named Entity Recognition,Knowledge Graph,

Relation Extraction,Deep Learning

**目 录**

[摘 要 I](#_Toc514163438)

[Abstract III](#_Toc514163439)

[图目录 VIII](#_Toc514163440)

[表目录 IX](#_Toc514163441)

[第一章 绪论 1](#_Toc514163442)

[1.1 项目背景 1](#_Toc514163443)

[1.2 国内外研究现状 2](#_Toc514163444)

1.2.1 命名实体识别研究现状

1.2.2 关系抽取研究现状

[1.3 本文主要的工作 4](#_Toc514163445)

[1.4 本文的组织结构 4](#_Toc514163446)

[第二章 技术综述 6](#_Toc514163447)

[2.1 Socket 6](#_Toc514163448)

[2.2 Netty 7](#_Toc514163449)

[2.3 ZooKeeper 9](#_Toc514163450)

[2.4 本章小结 11](#_Toc514163451)

[第三章 网关服务器架构的分析与设计 12](#_Toc514163452)

[3.1 项目总体规划 12](#_Toc514163453)

[3.2 系统需求分析 12](#_Toc514163454)

[3.2.1 通信模块需求分析 13](#_Toc514163455)

[3.2.2 网关服务器模块需求分析 14](#_Toc514163456)

[3.2.3 服务注册中心模块需求分析 15](#_Toc514163457)

[3.2.4 游戏服务器模块需求分析 16](#_Toc514163458)

[3.2.5 非功能性需求分析 17](#_Toc514163459)

[3.3 系统总体设计 18](#_Toc514163460)

[3.3.1 总体结构 18](#_Toc514163461)

[3.3.2 总体流程 19](#_Toc514163462)

[3.4 通信模块设计 20](#_Toc514163463)

[3.4.1 自定义通信协议 20](#_Toc514163464)

[3.4.2 心跳检测设计 22](#_Toc514163465)

[3.5 网关服务器模块设计 23](#_Toc514163466)

[3.5.1 服务管理设计 23](#_Toc514163467)

[3.5.2 消息路由设计 24](#_Toc514163468)

[3.5.3 单播与多播设计 24](#_Toc514163469)

[3.6 服务注册中心模块设计 25](#_Toc514163470)

[3.6.1 服务注册设计 25](#_Toc514163471)

[3.6.2 服务发现设计 25](#_Toc514163472)

[3.6.3 服务监听设计 26](#_Toc514163473)

[3.6.4 节点管理设计 26](#_Toc514163474)

[3.6.5 负载均衡设计 27](#_Toc514163475)

[3.7 游戏服务器模块设计 27](#_Toc514163476)

[3.7.1 单播与多播设计 28](#_Toc514163477)

[3.7.2 扩展接口设计 28](#_Toc514163478)

[3.8 本章小结 29](#_Toc514163479)

[第四章 网关服务器架构的实现 30](#_Toc514163480)

[4.1 通信模块的实现 30](#_Toc514163481)

[4.1.1 通信协议的实现 30](#_Toc514163482)

[4.1.2 心跳检测的实现 33](#_Toc514163483)

[4.2网关服务器模块的实现 34](#_Toc514163484)

[4.2.1 服务管理的实现 34](#_Toc514163485)

[4.2.2 消息路由的实现 35](#_Toc514163486)

[4.2.3 单播与多播的实现 37](#_Toc514163487)

[4.3 服务注册中心模块的实现 38](#_Toc514163488)

[4.3.1 服务注册的实现 38](#_Toc514163489)

[4.3.2 服务发现的实现 39](#_Toc514163490)

[4.3.3 服务监听的实现 40](#_Toc514163491)

[4.3.4 节点管理的实现 41](#_Toc514163492)

[4.3.5 负载均衡的实现 42](#_Toc514163493)

[4.4 游戏服务器模块的实现 43](#_Toc514163494)

[4.4.1 单播与多播的实现 43](#_Toc514163495)

[4.4.2 扩展接口的实现 44](#_Toc514163496)

[4.5 系统测试 45](#_Toc514163497)

[4.6 本章小结 48](#_Toc514163498)

[第五章 总结与展望 49](#_Toc514163499)

[5.1 总结 49](#_Toc514163500)

[5.2 进一步工作展望 50](#_Toc514163501)

[参 考 文 献 51](#_Toc514163502)

[致 谢 54](#_Toc514163503)

[版权及论文原创性说明 55](#_Toc514163504)

# 图目录

[图2.1 Socket模型 6](#_Toc514163394)

[图2.2单线程模型 8](#_Toc514163395)

[图2.3多线程模型 8](#_Toc514163396)

[图2.4 ZooKeeper系统角色 10](#_Toc514163397)

[图3.1 通信模块用例图 13](#_Toc514163398)

[图3.2 网关服务器用例图 14](#_Toc514163399)

[图3.3 服务注册中心用例图 15](#_Toc514163400)

[图3.4 游戏服务器用例图 17](#_Toc514163401)

[图3.5 系统总体结构 18](#_Toc514163402)

[图3.6 系统时序图 19](#_Toc514163403)

[图3.7 游戏协议 20](#_Toc514163404)

[图3.8 HTTP协议 21](#_Toc514163405)

[图3.9 二进制格式协议 22](#_Toc514163406)

[图3.10 节点管理 23](#_Toc514163407)

[图3.11 节点命名空间 26](#_Toc514163408)

[图4.1 自定义二进制协议 30](#_Toc514163409)

[图4.2 消息编码代码 31](#_Toc514163410)

[图4.3 消息解码代码 32](#_Toc514163411)

[图4.4 消息解包代码 33](#_Toc514163412)

[图4.5心跳检测代码 34](#_Toc514163413)

[图4.6管理游戏服务器代码 35](#_Toc514163414)

[图4.7随机路由算法代码 36](#_Toc514163415)

[图4.8指定路由算法代码 37](#_Toc514163416)

[图4.9单播与多播代码 38](#_Toc514163417)

[图4.10服务注册代码 39](#_Toc514163418)

[图4.11服务发现代码 40](#_Toc514163419)

[图4.12服务监听代码 41](#_Toc514163420)

[图4.13节点管理代码 41](#_Toc514163421)

[图4.14随机算法代码 42](#_Toc514163422)

[图4.15一致性哈希算法代码 42](#_Toc514163423)

[图4.16单播、组播与广播代码 43](#_Toc514163424)

[图4.17扩展接口代码 44](#_Toc514163425)

[图4.18测试部署图 45](#_Toc514163426)

[图4.19 ZooKeeper服务器1启动 46](#_Toc514163427)

[图4.20 ZooKeeper服务器2启动 46](#_Toc514163428)

[图4.21 ZooKeeper服务器3启动 46](#_Toc514163429)

[图4.22 客户端1发送单播消息 47](#_Toc514163430)

[图4.23 客户端1发送分组消息 47](#_Toc514163431)

[图4.24 客户端2发送分组消息 47](#_Toc514163432)

[图4.25 客户端3发送广播消息 47](#_Toc514163433)

# 表目录

[表 1.1命名实体识别方法汇总表 13](#_Toc514163434)

[表 1.2关系抽取方法汇总表 15](#_Toc514163435)

[表 3.3服务注册中心用例表 16](#_Toc514163436)

[表 3.4游戏服务器用例表 17](#_Toc514163437)

# 第一章 绪论

## 1.1 项目背景

自然语言处理（Nature Language Processing，简称NLP）是用计算机来处理、理解以及运用人类语言（如中文、英文等），它属于人工智能（Artificial Intelligence，简称AI）的一个发展方向，是计算机科学和语言学的交叉学科，又常被称为计算机语言学。由于自然语言是人类与其他动物的区别的主要标志，没有语言，人类的思维也就无从可谈，所以自然语言处理体现了人工智能的最高任务与境界。也就是说，只有当计算机具备了处理自然语言的能力时，机器才算实现了真正的智能。近十年，随着计算机设备和硬件的发展、计算设备的算力极大提升，自然语言处理的研究得到了很大的发展，并在各个领域都有了广泛应用。

信息抽取作为自然语言处理中的一项基础任务，在许多上层应用中都有着十分重要的影响。在上市公司新闻舆情分析中的关键信息就是新闻文本中的实体，如：公司、人、行业等实体信息以及实体间的关系信息，利用信息抽取中的命名实体识别和关系抽取就可以从新闻文本中抽出这些重要信息，进而对新闻舆情进行后续分析；在搜索引擎上进行搜索时的关键信息就是输入的搜索信息中的实体信息，但只通过分词进行输入文本的切分很容易把一个多词组成的命名实体切分成多个词，造成搜索不准确甚至搜索的结果完全不符合预期。如果能对输入文本进行命名实体识别就可以准确识别搜索的内容，再建立索引进行搜索，可以提高搜索的准确率也可以提升搜索的效率；在利用非结构化文本信息构建知识图谱的任务中关键信息就是非结构化文本中的关联实体以及实体间的关系组成的三元组，如：从“阿里巴巴集团的创始人是马云”这段描述中可以提取出“阿里巴巴，创始人，马云”这个三元组，可以表示“阿里巴巴的创始人是马云”这条信息。这里即用到了命名实体识别识别出了阿里巴巴和马云这两个实体，又用到了关系抽取来对阿里巴巴和马云这两个实体的关系进行识别和抽取。最后从海量非结构化文本中提取出大量三元组，经过实体消歧、知识融合后构建成一张知识图谱。

命名实体识别（Named Entity Recognition，简称NER）作为信息抽取中的一个基本任务，最早是在MUC-6（the Sixth of the Message Understanding Conference）上将其作为信息抽取的一项子任务引入测评中[MUC-6, 1996]。关系抽取（Relation Extraction，简称RE）作为信息抽取中的另一个基本任务，早在2000年就有基于句法解析增强的方法来实现关系抽取任务[Milleret al. 2000]。而本文同时结合命名实体识别和关系抽取两项任务作为利用非结构化文本中的三元组信息来构建知识图谱的关键环节，如何确保实体识别和关系抽取的准确性是构建一个高质量、高精度的知识图谱的关键所在。

## 1.2 国内外研究现状

## 1.2.1 命名实体识别研究现状

自从在MUC-6 [MUC-6, 1996]上将命名实体识别作为信息抽取的一个子任务之后，随着数据时代的到来，命名实体在各个领域的信息抽取任务中都得到了充分的利用和发展。

在国外命名实体识别的研究中，考虑到英文本身的特性，英文的命名实体识别只需要考虑词本身的特征而不需要关注别的问题例如分词等问题的影响，所以实现的难度相对较小，准确率也较高，

中文的命名实体识别由于中文文字内在的特殊性导致了在做命名实体识别之前要先做分词、句法分析等步骤，导致中文命名实体相对英文而言难度大大提高。在MUC-6中国内专家学者们把“人名”、“地名”、“组织机构名”作为实体的名称表达式，将这三类实体作为主要研究目标。在随后的研究中，逐渐地有人将“时间”、“货币”、“百分数”等也作为各种实体的表达式加入到命名实体识别的任务中来。

最早在命名实体识别任务中，主要有基于专家知识构建规则的方法以及基于数理统计的方法两类。基于词典和规则的方法主要是靠人工建立规则体系，在构建了大量基于专家知识的词法和语义规则之后，系统会根据规则对输入文本进行解析，基于人工构建的有限规则集合对文本中可能的命名实体进行推理和识别。虽然在特定的数据集上基于专家知识构建规则的方法相对于基于统计方法的命名实体识别而言准确度更高，但这种方法在数据量逐渐增大、数据内容逐渐复杂之后会变得不再可行，因为基于某一小部分语料构建的规则体系在别的语料上讲不再适用，人们无法去扩充和维护一个十分庞大的规则体系，且随着近些年机器学习理论的不断完善和计算机计算性能的提高，大部分学者开始转而研究基于统计方法的命名实体识别。

基于统计方法的命名实体识别主要有有监督（Supervised）、半监督（Semi-Supervised）的机器学习方法，其中有监督的机器学习方法在拥有大批量的标注语料的前提下在不同领域的文本中都拥有更高的识别准确率和精度，从而被更多的学者、从业者们所广泛使用。有监督学习方法中在命名实体识别任务中表现比较出色的方法主要有：基于隐马尔科夫模型（Hidden Markov Models，简称HMM）的命名实体识别模型[Bikel et al. 1999]、最大熵模型（Maximum Entropy Models，简称MEM）[Tsai et al. 2004]、条件随机场（Conditional Random Fields，简称CRFs）[McCallum et al. 2003]。基于统计方法的命名实体识别对特征选取的要求比较高，需要从文本中挖掘出对于实体识别有用的单词信息、上下文信息、句法信息、语义信息等作为特征。随着研究的不断深入，大量实验结果表明条件随机场结合了HMM和MEM的有点，成为中文命名实体识别任务中表现更优秀的统计学习方法。有学者针对条件随机场的特征选择与交叉组合进行了研究，通过实验得出不同的特征以及特征组合在训练时的贡献大小[张祝玉等, 2008]。

中文命名实体识别（Chinese Named Entity Recognition，简称CNER）相对于英文命名实体识别任务仍存在许多不同，由于中文本身的特点造成许多特殊的难点：

1. 中文单词的边界相比于英文较模糊

英文中的单词之间都有分隔符来标识边界，命名实体如人名、地名等单词的首字母为大写，这些信息能很好的为命名实体的识别做边界和位置标识，而中文单词没有这些信息。

1. 中文命名实体的词语结构更加复杂

有的类型的命名实体单词长度没有限制；不同实体有不同的组成结构（嵌套、简称、别名等）；音译词没有统一的构词规范；组织机构名和人名、地名会有很多交叉重复的地方（如：星环信息科技（上海）有限公司）。

1. 中文命名实体的一词多义与一义多词

随着互联网的极速发展，越来越多的网络词汇不断出现，很多原本的命名实体在现在都有了新的称呼（如称淘宝为某宝），这些词汇的新称呼的出现大大增加了命名实体识别的难度。

随着深度学习的影响不断增加，用深度学习方法解决命名实体识别任务也获得的一些显著的成果。[Wu et al. 2015]提出使用深度神经网络（Deep Neural Network，简称DNN）从语料中训练词向量，再输入到另一个深度神经网络中进行命名实体识别，实验结果好于传统机器学习中效果最好的CRF模型。[Z Huang et al. ]提出了使用双向长短时记忆模型(Bidirectional Long-Short Term Memory Model，简称Bi-LSTM)和条件随机场进行命名实体识别。还有一系列深度学习方法对命名实体识别任务做了很多尝试，在不同的数据集上相较于传统方法都有不小的提升。表1.1为目前命名实体识别的一些方法汇总。

## 1.2.2 关系抽取研究现状

关系抽取的方法主要有：

1. 有监督的学习方法

把关系抽取任务当做一个分类问题，从训练数据中设计并提取有效的特征并训练学习各种分类模型进行关系预测。需要大量的人工标注语料，比较耗时耗力，但预测效果较好。

1. 半监督的学习方法

先人工设定若干种子实例，再迭代地从文本中抽取相应的关系模板和更多关系实例。

1. 无监督的学习方法

假设有相同语义的命名实体同样拥有相似的上下文信息，可根据每个命名实体对的上下文信息来代表它们的语义关系，并对所有实体对的语义进行聚类。

与另外两种方法相比，有监督的学习方法在抽取的准确率和召回率上都有着更好的表现。

自从2000年Miller等提出基于句法解析增强的方法来实现关系抽取[Milleret al. 2000]后，越来越多的实体间关系抽取方法被提出：基于逻辑回归的方法[Kambhatla et al. 2004]、基于核函数的方法[Zhao and Grishman 2005]、基于条件随机场的方法[Culotta et al. 2006]。在有监督学习中针对需要大量人工标注的情况下，Mintz等人[Mintz et al. 2009]提出了使用远程监督（Distant Supervision）的方法来扩充标注语料，可以有效解决关系抽取的标注数据规模问题。

随着计算机硬件和计算能力的极速发展，深度学习开始逐渐被学术界和业界所关注，很多学者也开始将深度学习运用到关系抽取任务中。[Socher et al. 2012]提出使用递归神经网络（Recurrent Neural Network，简称RNN）来解决关系抽取问题，通过递归神经网络学习到句子的词汇特征、句法特征、语义特征再用于关系分类和抽取。[Zeng et al. 2014]提出使用卷积神经网络（Convolutional Neural Network，简称CNN）来解决关系抽取问题，采用词向量和词的相对位置作为卷积神经网络的输入，通过卷积、池化、非线性计算等操作得到句子表示并用于关系抽取。[Santos et al. 2015]提出了一种新的卷积神经网络结构用于解决关系抽取问题，在这个新的结构中采用了新的Ranking损失函数并得到了更好的效果。[Miwa er al. 2016]提出一种基于端到端（End to End）神经网络的关系抽取模型，使用双向长短时记忆模型和树形长短时记忆模型同时对实体和句子进行建模。[Lin et al. 2016]提出基于句子级注意力机制的神经网络模型来解决关系抽取问题，文中的方法可以根据不同关系为每个实体对分配不同的权重。

关系抽取的一些方法汇总如表1.2所示。

## 1.3 本文主要的工作

本文在总结现有的一些研究成果的基础上，结合命名实体识别和关系抽取两项信息抽取的基本任务，从多个深度学习模型中选择合适的模型，结合自己人工标注的部分金融领域新闻文本语料结合远程监督进行模型训练，将训练好的模型封装成api接口，在利用非结构化文本构建金融领域知识图谱时调用命名实体识别和关系抽取的api来进行命名实体识别和关系抽取任务。

本文的主要工作有：

1. 对命名实体识别和关系抽取的研究现状和相关技术进行综述，分析了命名实体识别和关系抽取在构建知识图谱前的信息抽取环节的重要性。
2. 研究了传统机器学习算法和深度学习算法实现的命名实体识别和关系抽取模型，并与本文实现的模型进行对比比较。
3. 利用远程监督扩充人工标注数据，缓解人工标注数据费时费力的缺点。
4. 将本文实现的模型封装成api接口，供对非结构化文本进行信息抽取时调用。

## 1.4 本文的组织结构

本文的各章节内容安排如下：

第一章 绪论。本章介绍了论文的项目背景，信息抽取任务中的两个子任务命名实体识别和关系抽取，国内外在这两个方向上的研究成果，本文所做的主要工作和论文的组织结构。

第二章 技术综述。本章详细介绍了论文涉及的相关技术，包括词向量、双向长短时记忆模型、深度残差网络、注意力机制（attention）、远程监督等。

第三章 基于深度学习的命名实体识别模型。本章详细介绍了本文选择的命名实体识别模型的各层网络结构和参数设定的对比实验和分析。

第四章 基于深度学习的关系抽取模型。本章详细介绍了本文选择的关系抽取模型的各层网络结构和参数设定的对比实验和分析。

第五章 待定。

第六章 论文的总结与展望。总结在论文期间做了哪些工作，在信息抽取任务中未来的可改进的地方以及对接下来的需要做的工作的进一步展望。

# 第二章 技术综述

## 2.1 引言

本章主要介绍了本文中实现的基于深度学习的命名实体识别和关系抽取所涉及的相关技术，包括词向量、双向长短时记忆模型、深度残差网络、注意力机制和远程监督。针对这些模型和算法的各自特点和实际使用过程，分析了它们的优缺点。

## 2.2 词向量

人类可以轻松理解所有的自然语言，而计算机是不能直接识别自然语言的，要想让计算机能够读懂自然语言，必须要对自然语言进行进一步处理才行，因此词向量（Word Embedding）的概念应运而生。计算机的通用语言是二进制数字，所以词向量就是一些包含了自然语言中词汇和语义信息的计算机能够识别的数字。

最早的词表示方法是One-Hot编码，即用N个状态编码器对N个状态进行编码，这种方法会造成一篇篇幅有n个字的文本，会用一个n\*n的矩阵来表示，每个n维向量中只有它对应的那个字的位置上是1，其余位置都是0。这种词表示方法在传统机器学习中，如条件随机场、逻辑回归、最大熵、支持向量机等模型中可以较好的完成一些自然语言处理的任务。但是这种词表示方法中默认每个单词之间是独立存在的，忽略了文本中单词间的语义关联，且通常向量的维度会很高，在用深度学习处理自然语言处理问题时如果使用One-Hot编码容易造成“维度灾难”[Bengio et al. 2002]。

除了忽略了单词间语义信息的One-Hot编码，[Hinton, 1986]提出了一种新的词表示方法：分布式表示法（Distributed Reputation）。基于[Harris, 1954]提出的分布假说：上下文相似的词，其语义也相似。词的分布式表示主要分为2类：基于矩阵的分布表示和基于神经网络的分布表示。

## 2.2.1 基于矩阵的分布表示

基于矩阵的分布表示主要是构建“词-上下文”矩阵，通过某种技术从矩阵中获取词的分布表示。其中，矩阵的每一行都表示一个词，列表示上下文信息。常见的上下文有：

1. 文档，即“词-文档”矩阵。
2. 上下文的每个词，即“词-词”矩阵。
3. n-元词组，即“词-n-元词组”矩阵。

矩阵中的每个元素表示词和上下文共现的次数，可以利用词频-逆文本频率指数（TF-IDF）、取对数等技巧进行加权和平滑。矩阵维度较高且较稀疏的情况还可以利用奇异值分解（SVD）和非负矩阵分解（NMF）等方法进行分解降维使之变成低维稠密矩阵。基于矩阵的分布表示的典型代表是Global Vector模型（GloVe模型）[Pennington et al. 2014]。

## 2.2.2 基于神经网络的分布表示

基于神经网络的分布表示一般通过神经网络训练语言模型得到的产物，[Bengio et al. 2006]提出了一种神经网络语言模型（Neural Network Language Model。简称NNLM），考虑对语言模型进行建模。但是NNLM中词向量知识语言模型训练得到的副产物，并没有指出哪一套向量作为词向量的效果更好，所以[Mikolov et al. 2013a; Mikolov et al. 2013b]在NNLM等模型的基础之上，提出了word2vec模型，在word2vec模型中设计了CBOW（Continuous Bag-of-Words）和Skip-gram两个模型，高效地训练获取词向量。

CBOW和Skip-gram的图2.1

CBOW模型是根据上下文的信息来预测中间的目标词。CBOW模型对NNLM模型做了简化：隐藏层不再是上文各词词向量的拼接，而是使用上下文各词词向量的平均值，减少了计算量；去掉了tanh隐藏层，提升了模型的训练速度。CBOW模型包含3层：输入层、投影层和输出层。输入层共有n-1个词的one-hot表示作为词向量，组成上下文的表示：公式1。投影层将输入层的n-1个向量做均值计算：公式2。输出层一共V个节点，第i个节点表示中心词是词wi的概率。CBOW模型根据上下文的表示，直接对目标词进行预测：公式3。对于整个语料库而言，CBOW的优化目标为最大化：公式4

Skip-gram模型与CBOW模型刚好相反，它是根据一个单词来预测它的上下文信息。Skip-gram模型训练一个双层神经网络，模型输入为一个词，来预测这个词的前n个词和后n个词出现的概率。Skip-gram和CBOW一样没有隐藏层。Skip-gram的优化目标为最大化：公式5

## 2.2.3 词向量的使用

目前可供使用的训练词向量的方法有很多，因为本文所使用的编程语言是Python，Python编程环境中有Gensim库可以直接调用models.word2vec来训练词向量。[Radford et al. 2017]提出使用任务相关的语料训练得到的词向量相对于别的词向量在特定任务中会有更好的效果。由于本文所涉及的项目是针对金融领域的文本进行信息抽取且命名实体识别的序列标注任务是针对每个字来进行标注的，所以使用金融相关文本作为训练字向量的文本语料，训练了一个包含50102个字的100维的字向量模型。

## 2.3 双向长短时记忆模型

## 2.3.1 循环神经网络

循环神经网络（Recurrent Neural Networks，简称RNN）[Rumelhart et al. 1986]指的是一个序列当前的输出和之前的输出存在某种关联的神经网络。具体的表现形式为网络会对前面的信息进行记忆，保存在网络的内部状态中，并应用于当前输出的计算中。所以循环神经网络常常被用于对序列数据进行建模。循环神经网络的结构图如图2.n所示。

理论上循环神经网络能够对任何长度的序列数据进行处理，但是在实践中发现”梯度消失”会影响循环神经网络的训练，随着神经网络层数的增加，“梯度消失”的风险就会越大，当层数很大时，底层的神经元将接收不到返回的信号，出现“梯度消失”的问题。而长短时记忆模型（Long-Short Term Model，简称LSTM）[Hochreiter et al. 1997]的出现缓解了这个问题。

## 2.3.2 长短时记忆模型

长短时记忆模型的提出是为了解决循环神经网络的“梯度消失”问题，它之所以能够缓解这个问题主要取决于LSTM特有的门型结构，如图2.n所示。

可以看到，LSTM主要包括遗忘门、输入门和输出门等结构，其中：

遗忘门：公式7

输入门：公式8

输出门：公式9

新记忆单元：公式10

最终记忆单元：公式11

隐藏层：公式12

三个不同的门型结构和记忆单元是LSTM的核心所在，记忆单元负责保存历史和当前的重要信息，遗忘门负责控制选择性丢弃之前的记忆单元中的一些信息，输入门负责控制当前的输入中的某些信息加入到记忆单元中，输出门负责控制记忆单元中的哪些信息可以进行输出。这些门控结构可以帮助LSTM在长时和短时的记忆中都能处理并解决数据依赖以及选择是否丢弃信息（保留重要信息并丢弃不重要的信息）。三个门相互合作是LSTM能够解决RNN梯度消失/梯度爆炸的关键所在。

## 2.3.3 双向长短时记忆模型

一般我们所说的RNN、LSTM都是单向的，也就是说在一个方向上进行隐藏状态的传递，然而在某些任务中需要考虑的不仅仅是当前输入单词前面的文本信息，还需要考虑当前输入单词后面的文本信息。双向长短时记忆模型就可以解决这种类型的问题，它不仅可以从前向后传递隐藏状态的信息，还可以从向前传递隐藏状态的信息，这样在计算输出时考虑的就是完整的上下文信息。可以把双向长短时记忆模型看成是两个方向相反的LSTM的叠加，在分别做计算后把两个状态向量拼接得到最后的输出。

## 2.4 深度残差网络

深度学习中对于网络深度加深遇到的主要问题是梯度消失和梯度爆炸，传统对应的解决方案是数据的初始化（normalized initialization）和（batch normalization）正则化。

深度残差网络（Deep Residual Network，简称DRN）[He K M. et al. 2015]的提出是源于一个“反常”的现象：在训练深度神经网络的时候，训练误差和测试误差都随着网络深度的增加而增加（Degradation）。在自然语言处理中，利用网络结构训练文本数据，浅层的网络更容易学习到文本中的词汇信息，而深层的网络更容易学到文本中的语义信息，但是由于层数的增加会导致训练误差的累积，残差网络将浅层的网络与深层的网络进行级联再输出，很好地控制了训练误差的累积，在自然语言处理的各项任务中取得了很好的效果。

假设深度网络中的某隐藏层为公式13，如果多个非线性层组合可以近似于一个复杂函数，那么同样可以认为隐藏层的残差近似于某个复杂函数，那么可以将隐藏层表示为公式13。这样一来就可以得到一种全新的残差结构单元，如图2.n所示。

图

残差单元的输出由多个卷积层级联的输出和输入元素相加（维度相同的情况下），再经过ReLU激活后得到。将多个这样的结构级联起来，就得到了残差网络。

可以注意到残差网络有这样几个特点：1.网络较瘦，控制了参数数量；2.存在明显层级，特征图个数逐层递进，保证输出特征表达能力；3.使用了较少的池化层，大量使用下采样，提高传播效率；4.没有使用Dropout，利用BN和全局平均池化进行正则化，加快了训练速度。

## 2.5 注意力机制

深度学习中的注意力机制从本质上讲和人类的选择性视觉注意力机制类似，核心目标是从众多信息中选择出对当前任务的目标更关键的信息。

## 2.5.1 Encoder-Decoder框架

要深入理解深度学习中的注意力机制，就必须先介绍一下Encoder-Decoder框架，因为目前大多数的注意力机制的实现主要依靠Encoder-Decoder框架。

Encoder-Decoder框架是深度学习的一种研究模式，应用在很多场景之中。图2.n是文本处理中Encoder-Decoder框架的一种简单表示。

文本处理任务中可以把Encoder-Decoder框架看作一个由一篇文本生成另一篇文本的通用的模型。对于文本对[Source, Target]，目标是输入Source，通过模型最后生成Target。Encoder的作用是对输入文本Source=(x1,x2,...,xm)进行编码，通过非线性变化转化为中间语义表示C=F(x1,x2,...,xm)。再通过Decoder对中间语义表示C和已经生成的历史信息y1,y2,...,yt-1来生成t时刻要生成的单词yt：yt=G(C,y1,y2,...,yt-1)。每个yt依次生成，最后看上去整个模型就是输入Source最后生成了目标文本Target。

## 2.5.2 注意力模型

在Encoder-Decoder模型中，在生成目标句子的单词时，无论生成哪个单词，它们使用的中间语义表示C都是一样的没有任何区别。而中间语义表示C是由Source经过Encoder编码而成，这意味着无论生成哪个单词，Source中的任意单词对生成它们时所产生的影响大小都是相同的。当输入文本较短时这样的缺点暴露的还不够明显，一旦输入文本很长，此时所有的语义完全通过一个中间语义向量来表示将会丢失很多重要信息。这也是为什么要引入注意力模型：让模型更多地把注意力集中在对生成输出更重要的输入单词上。引入注意力机制后的Encoder-Decoder模型示意图如图2.n所示。

其中Ci的计算公式为：公式6 。其中Lx代表输入Source的长度，aij代表在Target输入第i个单词时Source中第j个单词的注意力分配系数，hj是Source中第j个词的语义编码。中间语义表示的形成过程类似于图2.n所示。

图2.n Attention的形成过程

本质上来说，注意力机制就是计算每一个输入单词对所有输入单词的相似度，得到一个分数即权重，然后根据这个权重对所有的输入进行加权求和。图2.n说明了注意力分配概率分布值的通用计算过程。

图2.n 注意力分配概率计算图

## 2.6 远程监督

远程监督（Distant Supervision）是目前关系抽取中比较常见的一种做法。它既不是传统意义上的监督学习，也不是无监督学习，它属于一种用KB（Knowledge Base）去对齐朴素文本的标注方法：1.使用NET（Named Entity Tagger）标注；2.对已标注的金融领域文本中出现的三元组提取特征（从所有出现该三元组的句子中），构造训练数据；3.采用多类别逻辑回归进行分类。

在测试使用时，先使用命名实体识别模型对目标文本中的命名实体进行标注，抽取其中的命名实体对和特征。如果多个句子的命名实体对一样，则把它们的特征合并在同一个特征向量中，再利用逻辑回归分类器对关系名称进行识别。

简单来说，如果训练语料中的句子所包含的实体对在已有的KB中有关系的体现，则认为语料库中所包含相同实体对的句子都表达相应关系。虽然这样做可以减少关系抽取任务对人工标注数据的依赖，但是会引入很多噪声数据。因为两个实体之间可能有别的关系（不同于KB中已有的关系）或者是没有关系，这样的训练数据就会对我们的关系抽取任务产生一定影响。

近些年来，也有很多国内外学者在研究如何降低远程监督中的噪声数据对关系抽取造成的影响，如使用Multi-instance从训练集中抽取置信度较高的训练样例来训练模型、利用Attention机制对数据进行全方位的权重计算从而得到全面而不失“选择”的训练数据等方法。

本文在利用远程监督处理标注数据时，结合Attention机制和残差网络（ResNet）共同作用减少噪声数据对关系抽取模型带来的影响。

## 2.7 深度学习框架Tensorflow

Tensorflow既是一个实现机器学习算法的接口，也是执行机器学习算法的框架。它前端支持Python、C++、Go、Java等多种开发语言，后端使用C++、CUDA等写成。除了执行深度学习算法，Tensorflow还可以用来实现很多传统机器学习算法，如逻辑回归、随机森林等。

Tensorflow使用数据流式图来规划计算流程，可以把计算映射到不同的硬件甚至是操作系统。Tensorflow的计算可以表示为有状态的数据流式图，可以让用户简单地实现并行计算，同时使用不用的硬件资源进行训练，同步或异步地更新全局共享的模型参数和状态。

## 2.9 本章小结

本章主要介绍了本文对信息抽取中的命名实体识别和关系抽取的研究中涉及的相关技术。先是介绍了作为模型输入的深度学习自然语言问题的基础：词向量；之后又分别介绍了双向长短时记忆模型、深度残差网络、注意力机制、远程监督等，并介绍了本文实现模型使用的深度学习框架Tensorflow。

# 

# 第三章 基于深度学习的命名实体识别模型

在总结和归纳了各种已发表的命名实体识别技术相关的论文后，本章基于已有的相关技术与模型，选择了双向长短时记忆模型+条件随机场来解决命名实体识别问题。本章讲详细介绍模型的每一部分具体的网络结构和各种参数的对比实验。

## 3.1 模型的整体架构

本文使用了一个端到端的模型来解决命名实体识别问题。本章采用了Bi-LSTM+CRF的模型结构来实现命名实体识别，其原理图如图3.1所示。

图3.1

先把输入文本按字组成一个输入文本的字典，字典中每个字都有一个唯一的ID（类似于唯一标识符），再把输入文本对照字典得到每个字在字典上的相对位置和字向量进行嵌入（embedding）操作，得到每一个字的向量。本文使用的字向量模型是基于金融领域上市公司新闻、金融公告、行业信息等中文语料，使用Gensim库中的word2vec模型训练得到的50102个字的100维字向量。把输入文本的字向量和词汇特征作为模型的输入，在中间网络层上使用Bi-LSTM，通过前向隐藏状态传递和后向隐藏状态传递分别对输入序列进行编码操作（即进行特征提取），有效地利用了前向和后向的所有信息（即上下文信息），最后利用CRF层从这些特征中计算出序列中每一个元素的标签。图3.2所示为模型训练的具体步骤。

图3.2

## 3.2 模型的标注策略

由于本文所研究的是金融领域下的信息抽取任务，所以标注语料都是来自于金融领域的新闻文本、上市公司信息、金融公告等。在做金融领域的命名实体识别时，本文将实体的类型分为公司（C）、人（P）、组织机构（INS）、行业（IND）、地点（L）、主营业务（PRO）六大类。本文对中文语料采用的是BIO标注方式，具体格式如图3.3所示：

（标注文本图）

B-标签1作为命名实体第一个字的标签，如果命名实体的字数大于1，则后面的字的标签都为I-标签1；如果命名实体只有一个字的话，则这个字的标签为B-标签2（中文中一个字作为命名实体的情况较少）；如果文本中的字不为命名实体的组成部分，则标签为O。所以最终得到的标签有：B-C、B-P、B-L、B-IND、B-INS、B-PRO、I-C、I-P、I-L、I-IND、I-INS、I-PRO、O共13种标签类型。

这样做的好处是能够把命名实体和非命名实体的字词有效地分隔开来，有利于之后的输出层进行标签分类。

## 3.3 输入层

模型的输入层是将文本输入的单词序列进行处理转化成单词的特征向量序列汇总后传输进网络层进行处理，而单词的特征向量是由输入文本的字向量和额外特征向量拼接组成的。如图3.4所示。

图

### 3.3.1 字向量

### 在利用深度学习模型解决中文自然语言处理问题时，通常将一个单词转化成词向量的形式作为模型的输入，由于本文的任务是中文命名实体识别，它属于一项序列标注任务，标注的对象是文本中的每个字，得到的输出也是针对每个字进行一个预测标签的计算，所以本文使用的是字向量。具体的详细设计如图3.5所示：

图3.5

使用预训练好的字向量能够使输入序列包含了字符的语义信息，所以能够提高模型的效果。

### 3.3.2 额外特征

对于输入文本，除了可以用文本的字向量作为其特征向量外，还可以引入额外的特征向量。本文在选取额外的特征向量时，把输入文本的词汇信息作为额外特征。本文采用jieba分词（jieba分词为Pyhton编程环境下的一个分词工具包），并结合金融领域的自定义词典对输入文本进行分词，对分词后的文本进行标记：若单词的字符长度大于等于3，则单词的第一个字符被标记为1，最后一个字符被标记为3，中间的所有字符被标记为2；如果单词的字符长度等于2，则单词的第一个字符被标记为1，第二个字符被标记为2；如果单词的字符长度为1（即1个字），则这个字符被标记为0。具体实现和示例如图3.6.1和3.6.2所示：

图3.6.1

|  |
| --- |
| seg\_feature:  北京市海淀区国资委已与江苏银行北京分行签署战略合作协议  [1,2,3,1,2,3,1,2,3,0,0,1,2,2,2,2,2,2,3,1,3,1,2,2,2,2,3] |

图3.6.2 词汇信息示例

最后将输入文本的字向量和分词后的词汇特征向量做拼接后作为模型的输入层结果输入到网络层中进行编码操作，如图3.7所示。

图3.7

由于深度学习模型中模型的参数很多，而标注好的训练样本又比较少，所以训练深度学习模型的时候最容易出现的问题就是模型的过拟合问题，模型的过拟合具体表现在：模型在训练数据上的损失函数值较小，预测的准确率较高。但在测试数据上的损失函数值较大，预测的准确率较低。本文在输入层和网络层之间加了Dropout来缓解神经网络过拟合的发生[Hinton et al. 2012]，在一定程度上起到了正则化的作用，具体实现如图3.11所示。

图3.11

Dropout之所以可以缓解神经网络过拟合的发生，是因为在前向传播时，Dropout让某个神经元的激活值以一定的概率p停止工作，这样可以使得模型的泛化能力变强，因为这样可以让模型不会太依赖某些局部的特征，如图3.12所示。

图3.12

## 3.4 网络层

一般来说同一个任务的不同模型主要的差异就是网络层选择的编码器不同，本文采用的是Bi-LSTM作为编码器对模型输入的特征向量进行处理，得到每个字符的预测特征向量，再传输给CRF层计算得到每个字符最终的预测标签。

图3.8

如图3.8是一个基于双向长短时记忆模型的编码层的结构图。假设图中维度为n的向量xt代表当前时刻输入的一个字对应的总特征向量。先将xt输入到网络层的双向长短时记忆模型中，分别与前向层、后向层中传递过来的t时刻的前、后的状态信息进行计算，得到t时刻前、后时刻的状态对当前状态的影响。再把前向层和后向层的当前时刻的输出做拼接，得到长度为2\*n的向量作为网络层的输出，图3.9为网络层的具体实现：

图3.9

## 3.5 输出层

输出层的作用是把网络层编码后的输出进行处理后得到最终的每个字符对应的预测标签。本文的输出层是由Softmax全连接层和CRF层联合构成。

### 3.5.1 全连接层

假设输出层得到的网络层输出为X=（x1, x2,...,xm），其中xt为当前时刻的字符对应的模型预测向量，xt会经过如公式3.5的计算得到输入对应的状态分数矩阵，原理图如图3.10所示。

图3.10

其中W的维度为(标签类别数量, 字向量的维度)，偏置项b的维度为标签类别数量。对于输出层来说需要训练迭代更新的参数就是W和b。

### 3.5.2 CRF层

在一般的命名实体识别模型中，即使不加入CRF层，即用Softmax层计算得到的状态分数矩阵并取其中的最大值作为预测标签的依据也可以得到最终的分类标签结果，但是那样的结果会存在一些问题导致最终的分类效果不好，如图3.13所示。

显然图中的分类结果并不准确，这也是为什么需要引入CRF层：CRF层可以学习到句子的约束条件，CRF层在训练数据时可以自动学习到这些约束，保证最终预测结果是有效的。

其中可能的约束条件有：

1. 句子的开头应该是“B-”或者“O”，而不是“I-”。
2. “B-标签1 I-标签2 I-标签3...”这样的模式中，标签1、标签2、标签3应该是同一种实体类别。比如，“B-P I-P I-P”这样的序列是对的，而“B-P I-C I-C”这样的序列是错误的。

有了这些约束条件，模型预测出错的概率将会大大降低。

CRF层接收到全连接层计算得到的状态分数矩阵为SC，sci,j代表序列中第i个字符预测为标签j的得分。CRF层中除了状态分数矩阵S，还有一个非常重要的分数---转移分数t。转移分数指的是序列从标签1转移到标签2的分数，如“B-C”转移到“I-C”的分数。为了使转移分数矩阵具有更好的鲁棒性，本文在每个句子的开头加上START标签作为句子开始的标记（所以此时的标签类别个数为14个），在转移分数矩阵中START的分数为0。表3.1为转移分数矩阵的示例。

表3.1

从表中可以看出转移矩阵已经学到了一些有用的约束信息，如：从“START”到“I-P”或者“I-C”的分数很低，但到“B-P”和“B-C”的分数很高，可以看出句子的第一个单词的标签应该是“B-”或者“O”，而不是“I-”；“O”后面接“I-标签”的分数很低，可以看出命名实体的开头应该是“B-”而不是“I-”。

设公式3.6为CRF层的转移分数矩阵，ti,j代表从标签i转移到标签j的分数。转移分数矩阵作为Bi-LSTM+CRF模型中的一个参数，在训练模型之前可以随机初始化得到这样一个矩阵T，T中的分数会随着模型训练的更新迭代不断更新，也就是说CRF层可以自己学到这些约束，CRF层中转移分数矩阵T的定义如图3.14所示。

图3.14

假设输入序列X的可能预测序列类别为Y=（y1,y2,...,yn）,每种可能预测序列标签的分数为pi，共有n条路径，那么路径的总分为：公式3.7

其中公式3.8，

那么得到正确的预测序列标签的条件概率为P(y|X):公式3.10

随着模型训练的进行，模型的参数不断更新，使得真实的预测序列标签占所有预测路径的比例越来越大。取Ptotal的负对数作为损失函数Loss，训练的目标为最小化损失函数以此来调整模型参数，即：公式3.9。训练完成后，使用viterbi\_decode()调用维特比算法计算出概率最高的序列标签作为预测序列标签。

## 3.6 实验

本节实验将从实验数据、实验评价标准、模型训练、模型参数设置、实验结果及对比等方面详细介绍整个实验的实现过程及结果分析。

### 3.6.1 实验数据与采集

本文所实现的项目是基于金融领域的信息抽取任务，所以实验数据是来自于金融界、新浪财经、东方财富、每日经济新闻等网站的上市公司的新闻文本、公司公告、最新资讯等文本信息，而采集这些数据的方式是数据爬虫。

### 3.6.1.1 数据爬虫

本文的数据爬虫利用Scrapy爬虫框架实现。Scrapy爬虫框架的架构图如图3.15所示。

图3.15

其中Scrapy Engine（引擎）负责所有模块的中间通讯、信号、数据传递；Scheduler（调度器）负责接收引擎发来的Request请求，按照一定的方式整理排列、入队，当引擎需要的时候交还给引擎；Downloader（下载器）负责下载引擎发送的所有Request请求，将获取到的Response交还给引擎，再由引擎交给Spider进行后续处理；Spider（爬虫）负责处理所有Responses，分析并从中提取数据，将需要跟进的URL提交给引擎再次进入Scheduler；Item Pipline（管道）负责处理Spider中获取的Item，并进行后续处理，如数据分析、过滤、存储等；Middlewares（中间件）是一个可以自定义扩展功能的组件。图3.16为本文用Scrapy框架爬取价值目录中上市公司的最新资讯的示例代码。

图3.16

Items.py中设置了爬虫所要爬取的网页字段：有新闻标题、新闻主题内容；settings.py中设置了名为“valuelist”的爬虫对应的下载延迟、管道信息；pipelines.py中设置了如何存储Spider中获取的item；spiders文件夹下的valuelist.py是一个爬虫脚本，设置了爬虫名称、进行爬虫的网站域名、添加了浏览器header和用户认证的cookie信息，并将所有的Responses进行处理，利用xpath解析并提取网页信息。

### 3.6.1.1 实验数据

经过数据爬虫、数据清洗、人工数据标注后最后得到的实验数据共有55000条数据，数据如图3.17所示。

|  |
| --- |
| {"entities": [{"word": "中诚信国际", "start": 1, "end": 6, "type": "C"}, {"word": "重庆能源", "start": 11, "end": 15, "type": "C"}], "text": "据中诚信国际发布的关于重庆能源2016年度跟踪评级报告显示，该公司2013年、2014年、2015年和2016年一季度的营收分别为344.90亿元、341.12亿元、360.08亿元、75.74亿元、净利润分别为0.67亿元、0.06亿元、-1.77亿元和"}  {"entities": [{"word": "重庆能源", "start": 23, "end": 27, "type": "C"}, {"word": "煤炭", "start": 35, "end": 37, "type": "IND"}], "text": "《每日经济新闻》记者注意到，上述评级报告在阐述重庆能源的关注点时提及“煤炭板块盈利能力较弱，拖累公司经营性业务利润”"}  {"entities": [{"word": "中国", "start": 3, "end": 5, "type": "L"}], "text": "然而，中国公务机运营商自有机队规模不断扩大的同时，利用率却严重不足"}  {"entities": [{"word": "张洪超", "start": 1, "end": 4, "type": "P"}, {"word": "GLOBAL WINGS", "start": 34, "end": 46, "type": "C"}], "text": "\"张洪超在接受《每日经济新闻》等媒体采访时表示，正是基于这两大痛点，GLOBAL WINGS成立了"} |

图3.17 实验数据示例

再通过数据预处理，将数据转换成每个字和对应的标签为一行的形式，句与句之间用空行隔开，数据预处理实现如图3.18所示。

|  |
| --- |
| import json  class entityJsonToTrain(object):      def \_\_init\_\_(self):          self.vocab = [ ',' , '。' , '，']      def read(self, path):          jsonList = []          with open(path,encoding='utf-8') as T:              for i  in T.readlines():                  i = i.strip('\n')                  jsonList.append(json.loads(i))          return jsonList      def processJson(self, jsonList):          result = []          n = 0          for i in jsonList:              n += 1              type = ['O' for j in range(0,len(i['text']))]              for j in i['entities']:                  type[j['start']] = 'B-' + j['type']                  for t in range(j['start']+1,j['end']):                      type[t] = 'I-' + j['type']              for p,q in enumerate(i['text']):                  temp = “”                  if q not in self.vocab:                      temp = q + " " + type[p]                  result.append(temp)              result.append('')          return result      def write(self, path, result):          with open(path,'w',encoding='utf-8') as T:              for i in result:                  T.write(i+"\n")      def test(self, jsonList):          result = []          for i in jsonList:              print(i['entities'])              for j in i['entities']:                  print(1)  A = entityJsonToTrain()  jsonList = A.read('xxx.txt')  result = A.processJson(jsonList)  A.write('xxx\_train.txt',result) |

图3.18 命名实体识别任务数据预处理代码

最后得到的输入数据的形式如图3.19所示。

|  |
| --- |
| 中 B-L  国 I-L  公 O  务 O  机 O  运 O  营 O  商 O  自 O  有 O  机 O  队 O  规 O  模 O  不 O  断 O  扩 O  大 O |

图3.19 输入数据示例

按照样本均衡的角度来看应该所有类别实体的占比都为1，由于爬取的文本中有些类别的实体过少，所以数量不足，最后55000条数据中六种类别实体所占比例大致为C:P:INS:IND:PRO:L为3:3:1.5:1:1:1。将训练集、验证集、测试集按3:1:1的比例结合不同类别的实体占比进行切分。

### 3.6.2 实验评价指标

本文的实验中采用准确率（Precision）、召回率（Recall）和F1值作为模型的评价指标。其中准确率是指模型预测正确的实体个数占模型预测的所有实体个数的比例，而召回率是指模型预测正确的实体个数占样本中含有的实体总数的比例，FI值则是准确率和召回率的调和平均数：公式3.11。

### 3.6.3 模型训练的实现

针对输入数据，先做数据预处理，将输入文本转化为词表和标签列表并存入maps.pkl中供后续操作进行读取，具体实现如图3.20所示。

|  |
| --- |
| # create maps if not exist  if not os.path.isfile(FLAGS.map\_file):      # create dictionary for word      if FLAGS.pre\_emb:          dico\_chars\_train = char\_mapping(train\_sentences, FLAGS.lower)[0]          dico\_chars, char\_to\_id, id\_to\_char = augment\_with\_pretrained(              dico\_chars\_train.copy(),              FLAGS.emb\_file,              list(itertools.chain.from\_iterable(                  [[w[0] for w in s] for s in test\_sentences])              )          )      else:          \_c, char\_to\_id, id\_to\_char = char\_mapping(train\_sentences, FLAGS.lower)      # Create a dictionary and a mapping for tags      \_t, tag\_to\_id, id\_to\_tag = tag\_mapping(train\_sentences)      with open(FLAGS.map\_file, "wb") as f:          pickle.dump([char\_to\_id, id\_to\_char, tag\_to\_id, id\_to\_tag], f)  else:      with open(FLAGS.map\_file, "rb") as f:          char\_to\_id, id\_to\_char, tag\_to\_id, id\_to\_tag = pickle.load(f) |

图3.20 词表和标签列表的存储

再把数据按batch\_size的大小进行切分，这里用到了自定义的BatchManager类，如图3.21所示、

|  |
| --- |
| class BatchManager(object):      def \_\_init\_\_(self, data,  batch\_size):          self.batch\_data = self.sort\_and\_pad(data, batch\_size)          self.len\_data = len(self.batch\_data)      def sort\_and\_pad(self, data, batch\_size):          num\_batch = int(math.ceil(len(data) / batch\_size))          sorted\_data = sorted(data, key=lambda x: len(x[0]))          batch\_data = []          for i in range(num\_batch):              a = int(i\*batch\_size)              b = int((i+1)\*batch\_size)              batch\_data.append(self.pad\_data(sorted\_data[a:b]))          return batch\_data      @staticmethod      def pad\_data(data):          strings = []          chars = []          segs = []          targets = []          max\_length = max([len(sentence[0]) for sentence in data])          for line in data:              string, char, seg, target = line              padding = [0] \* (max\_length - len(string))              strings.append(string + padding)              chars.append(char + padding)              segs.append(seg + padding)              targets.append(target + padding)          return [strings, chars, segs, targets]      def iter\_batch(self, shuffle=False):          if shuffle:              random.shuffle(self.batch\_data)          for idx in range(self.len\_data):              yield self.batch\_data[idx] |

图3.21 BatchManager类的实现代码

数据预处理完成后，便可以开始进行模型训练：建立模型、设置步长、训练模型、打印日志，如图3.22所示、

|  |
| --- |
| tf\_config = tf.ConfigProto()  tf\_config.gpu\_options.allow\_growth = True  steps\_per\_epoch = train\_manager.len\_data  with tf.Session(config=tf\_config) as sess:      model = create\_model(sess, Model, FLAGS.ckpt\_path, load\_word2vec, config, id\_to\_char, logger)      logger.info("start training")      loss = []      for i in range(100):          for batch in train\_manager.iter\_batch(shuffle=True):              step, batch\_loss = model.run\_step(sess, True, batch)              loss.append(batch\_loss)              if step % FLAGS.steps\_check == 0:                  iteration = step // steps\_per\_epoch + 1                  logger.info("iteration:{} step:{}/{}, "                              "NER loss:{:>9.6f}".format(                      iteration, step%steps\_per\_epoch, steps\_per\_epoch, np.mean(loss)))                  loss = []          best = evaluate(sess, model, "dev", dev\_manager, id\_to\_tag, logger)          if best:              save\_model(sess, model, FLAGS.ckpt\_path, logger)          evaluate(sess, model, "test", test\_manager, id\_to\_tag, logger) |

图3.22 模型训练的具体实现

模型结构的具体实现如图3.23所示。

|  |
| --- |
| # embeddings for chinese character and segmentation representation  embedding = self.embedding\_layer(self.char\_inputs, self.seg\_inputs, config)  # apply dropout before feed to lstm layer  lstm\_inputs = tf.nn.dropout(embedding, self.dropout)  # bi-directional lstm layer  lstm\_outputs = self.biLSTM\_layer(lstm\_inputs, self.lstm\_dim, self.lengths)  # logits for tags  self.logits = self.project\_layer(lstm\_outputs)  # loss of the model  self.loss = self.loss\_layer(self.logits, self.lengths)  with tf.variable\_scope("optimizer"):      optimizer = self.config["optimizer"]      if optimizer == "sgd":          self.opt = tf.train.GradientDescentOptimizer(self.lr)      elif optimizer == "adam":          self.opt = tf.train.AdamOptimizer(self.lr)      elif optimizer == "adgrad":          self.opt = tf.train.AdagradOptimizer(self.lr)      else:          raise KeyError      # apply grad clip to avoid gradient explosion      grads\_vars = self.opt.compute\_gradients(self.loss)      capped\_grads\_vars = [[tf.clip\_by\_value(g, -self.config["clip"], self.config["clip"]), v]                           for g, v in grads\_vars]      self.train\_op = self.opt.apply\_gradients(capped\_grads\_vars, self.global\_step)  # saver of the model  self.saver = tf.train.Saver(tf.global\_variables(), max\_to\_keep=5) |

图3.23 模型结构的具体实现

在模型结构的具体实现中，self.embedding\_layer、self.biLSTM\_layer、self.project\_layer、self.loss\_layer分别对应了输入层、网络层、全连接层和CRF层，它们的实现如图3.24.

|  |
| --- |
| def embedding\_layer(self, char\_inputs, seg\_inputs, config, name=None):  embedding = []      with tf.variable\_scope("char\_embedding" if not name else name), tf.device('/cpu:0'):          self.char\_lookup = tf.get\_variable(                  name="char\_embedding",                  shape=[self.num\_chars, self.char\_dim],                  initializer=self.initializer)          embedding.append(tf.nn.embedding\_lookup(self.char\_lookup, char\_inputs))          if config["seg\_dim"]:              with tf.variable\_scope("seg\_embedding"), tf.device('/cpu:0'):                  self.seg\_lookup = tf.get\_variable(                      name="seg\_embedding",                      shape=[self.num\_segs, self.seg\_dim],                      initializer=self.initializer)                  embedding.append(tf.nn.embedding\_lookup(self.seg\_lookup, seg\_inputs))          embed = tf.concat(embedding, axis=-1)      return embed  def biLSTM\_layer(self, lstm\_inputs, lstm\_dim, lengths, name=None):  with tf.variable\_scope("char\_BiLSTM" if not name else name):          lstm\_cell = {}          for direction in ["forward", "backward"]:              with tf.variable\_scope(direction):                  lstm\_cell[direction] = rnn.CoupledInputForgetGateLSTMCell(                      lstm\_dim,                      use\_peepholes=True,                      initializer=self.initializer,                      state\_is\_tuple=True)          outputs, final\_states = tf.nn.bidirectional\_dynamic\_rnn(              lstm\_cell["forward"],              lstm\_cell["backward"],              lstm\_inputs,              dtype=tf.float32,              sequence\_length=lengths)      return tf.concat(outputs, axis=2)  def project\_layer(self, lstm\_outputs, name=None):  with tf.variable\_scope("project"  if not name else name):          with tf.variable\_scope("hidden"):              W = tf.get\_variable("W", shape=[self.lstm\_dim\*2, self.lstm\_dim],                                  dtype=tf.float32, initializer=self.initializer)              b = tf.get\_variable("b", shape=[self.lstm\_dim], dtype=tf.float32,                                  initializer=tf.zeros\_initializer())              output = tf.reshape(lstm\_outputs, shape=[-1, self.lstm\_dim\*2], name="output")              hidden = tf.tanh(tf.nn.xw\_plus\_b(output, W, b),name="hidden")          # project to score of tags          with tf.variable\_scope("logits"):              W = tf.get\_variable("W", shape=[self.lstm\_dim, self.num\_tags],                                  dtype=tf.float32, initializer=self.initializer)              b = tf.get\_variable("b", shape=[self.num\_tags], dtype=tf.float32,                                  initializer=tf.zeros\_initializer())              pred = tf.nn.xw\_plus\_b(hidden, W, b, name="pred")          return tf.reshape(pred, [-1, self.num\_steps, self.num\_tags], name="scores")  def loss\_layer(self, project\_logits, lengths, name=None):      with tf.variable\_scope("crf\_loss"  if not name else name):          small = -1000.0          # pad logits for crf loss          start\_logits = tf.concat(              [small \* tf.ones(shape=[self.batch\_size, 1, self.num\_tags]),               tf.zeros(shape=[self.batch\_size, 1, 1])],               axis=-1)          pad\_logits = tf.cast(small \* tf.ones([self.batch\_size, self.num\_steps, 1]), tf.float32)          logits = tf.concat([project\_logits, pad\_logits], axis=-1)          logits = tf.concat([start\_logits, logits], axis=1)          targets = tf.concat(              [tf.cast(self.num\_tags\*tf.ones([self.batch\_size, 1]),              tf.int32), self.targets],              axis=-1)          self.trans = tf.get\_variable(              "transitions",              shape=[self.num\_tags + 1, self.num\_tags + 1],              initializer=self.initializer)          log\_likelihood, \_ = crf\_log\_likelihood(              inputs=logits,              tag\_indices=targets,              transition\_params=self.trans,              sequence\_lengths=lengths+1)          return tf.reduce\_mean(-log\_likelihood) |

图3.24 模型中各个层的具体实现

### 3.6.4 模型参数设置

模型使用金融领域文本语料训练的字向量，向量维度为100维，其余超参数设置如表3.2所示。

|  |  |
| --- | --- |
| 参数名称 | 参数大小 |
| 字向量维度 | 100 |
| 词汇特征维度 | 20 |
| LSTM隐藏层大小 | 100 |
| batch\_size大小 | 64 |
| 学习率 | 0.001 |
| Dropout比例 | 0.5 |
| 优化函数 | Adam |

表3.2 命名实体识别模型参数设置

经过测试发现，LSTM隐藏层的大小、学习率大小对模型最终的测试结果影响相对较大，表3.3为不同数值下的LSTM隐藏层(h)和学习率(lr)对应的模型的测试结果。

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 参 数  设 置 | C（%） | | | P（%） | | | INS（%） | | |
| P | R | F1 | P | R | F1 | P | R | F1 |
| h=50,  lr=0.001 | 93.49 | 94.85 | 94.16 | 95.61 | 96.08 | 95.84 | 75.25 | 73.79 | 74.51 |
| h=50,  lr=0.005 | 91.68 | 88.26 | 89.94 | 90.33 | 87.65 | 88.97 | 70.28 | 69.56 | 69.92 |
| h=50,  lr=0.01 | 89.37 | 86.25 | 87.78 | 90.45 | 89.86 | 90.15 | 70.83 | 68.67 | 69.73 |
| h=100,  lr=0.001 | 90.62 | 86.72 | 88,63 | 89.81 | 85.42 | 87.56 | 73.32 | 70.51 | 71.89 |
| h=100,  lr=0.005 | 88.86 | 83.57 | 86.13 | 86.28 | 83.36 | 84.79 | 69.98 | 67.57 | 68.75 |
| h=100,  lr=0.01 | 87.35 | 82.19 | 84.69 | 86.45 | 83.86 | 85.14 | 68.72 | 65.43 | 67.03 |

表3.3 不同超参数下模型的测试结果

针对2个参数的不同取值进行排列组合后，选择模型中实体数量相对平衡的三个类别“公司C”、“人名P”、“组织机构INS”进行测试。对比测试结果可以发现，当LSTM隐藏层大小为100，学习率为0.001时，训练出来的模型测试效果最好。

### 3.6.5 不同模型的性能对比

针对本章需要解决的命名实体识别任务，为了对本文选择的模型进行更全面、更准确的性能评估，本节将列出在相同的输入和语料环境下，CRF、LSTM、BiLSTM等模型解决命名实体识别任务时的性能对比，如表3.4所示。

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 模 型  名 称 | C（%） | | | P（%） | | | INS（%） | | |
| P | R | F1 | P | R | F1 | P | R | F1 |
| BiLSTM+CRF | 93.49 | 94.85 | 94.16 | 95.61 | 96.08 | 95.84 | 75.25 | 73.79 | 74.51 |
| CRF | 83.26 | 82.35 | 82.80 | 84.19 | 83.24 | 83.71 | 66.25 | 63.32 | 64.75 |
| LSTM | 84.12 | 82.62 | 83.36 | 85.32 | 83.37 | 84.33 | 66.28 | 64.58 | 65.42 |
| BiLSTM | 87.18 | 85.27 | 86.21 | 88.93 | 86.54 | 87.72 | 69.93 | 67.72 | 68.81 |

表3.4 不同模型在相同输入下的性能对比

CRF的分数不高的原因可能是由于CRF无法学习到较长文本中的关联信息；LSTM只学习到了当前词之前的文本信息，没有考虑到下文对当前词的影响； BiLSTM没有CRF层来学习约束条件，所以整体效果不如本文所选的BiLSTM+CRF模型。

## 3.7 本章小结

本章主要介绍了本文实现信息抽取任务中命名实体识别子任务的模型设计细节和详细的实现过程，并把实验结果与一些通用的方法做了对比分析，并分析了各个参数对模型最终效果造成的影响以及模型最后选取的参数。

# 第四章 基于深度学习的关系抽取模型

在总结和归纳了各种已发表的命名实体识别技术相关的论文后，本章基于已有的相关技术与模型，选择了残差网络+卷积神经网络来解决关系抽取问题。本章讲详细介绍模型的每一部分具体的网络结构和各种参数的对比实验。

## 4.1 模型的整体架构

深度残差网络作为一种比较新的深度神经网络模型常被用于图像领域相关任务，因为它在层数较深时的表现十分优异。本文使用了一种新的CNN模型结合残差网络的方法用于关系抽取问题的研究，不同于以往残差网络的结构较深的特点，本文采用的卷积神经网络结构只有9层，并且得到了不错的分类效果。实验中还发现使用身份映射（identity mapping）能够显著提升远程监督关系抽取问题的性能。

ResCNN主要的结构分为输入层、卷积层、残差卷积块、最大池化层和输出层几部分。模型的结构图如图4.1所示。

图4.1

输入层包括词向量层和位置向量层；卷积层是对输入层输出的文本特征向量做卷积操作来提取特征；残差卷积块利用残差学习结合卷积神经网络对卷积层的输出进行进一步处理；最大池化层对残差卷积块的输出进行最大池化操作并取其中的最大值；最后把这些特征传入Softmax层进行计算得到最终的预测结果。本章将会对每层的网络结构和设计细节做详细的介绍。

## 4.2 输入层

### 模型的输入层是将文本输入的单词序列进行处理转化成单词的特征向量序列汇总后传输进后续的卷积层进行卷积处理，而单词的特征向量是由输入文本的词向量和相对位置向量拼接组成的。

假设xi是输入文本的第i个词，(e1, e2)是文本中的实体对，将xi在预训练好的字向量表中对应的字向量设为WFi，相对位置向量设为PFi，最终把WFi和PFi拼接起来变成词xi的总特征向量vi=[WFi, PFi]。

### 4.2.1 字向量

由于本章关系抽取的任务是接着上一章的命名实体识别之后继续对金融领域的文本进行实体间关系抽取，所以本章所采用的关系抽取模型使用的字向量也是基于之前的金融领域上市公司新闻、金融公告、行业信息等中文语料，利用Gensim库中的word2vec方法进行预训练得到的字向量模型。

每个xi对应的总特征向量vi都是一个实值向量，所有的向量组成了一个特征向量矩阵公式4.1，其中V是一个输入文本的所有单词构成的词表。

### 4.2.2 相对位置向量

在对输入文本做特征提取时，通常的做法是对输入文本中的单词做一个词向量转换来学习到文本中的语义信息。然而在关系抽取任务中，要想最终获得两个实体间的关系，不仅可以从词汇信息和语义信息的角度出发，还可以从当前单词与实体之间的相对位置中获取一些有用的信息[Zeng et al., 2014]。

相对位置向量PFi结合了当前字符xi分别与两个实体e1和e2的相对距离，比如在句子“x0x1e1x2x3x4e2x5.”中，x2与e1和e2的相对距离分别为1和-3。之后通过一个随机初始化的相对位置矩阵公式4.2将相对位置距离转化成实值向量。如果当前字符距离命名实体的距离过远，那么可能会被认为与实体间的关系没有关联而在最后分类的时候被忽略。

最后把每个字的字向量和相对位置向量做拼接，再把句子中的每个字的总特征向量拼接成一个向量：公式4.3

## 4.3 卷积层

卷积层的作用是把输入层输出的总特征向量进行卷积操作后学习到输入文本的潜在特征。

用vi:i+j来表示特征向量vi,vi+1,...,vi+j拼接得到的向量。卷积操作就是用一个大小为h的窗口在卷积层的输入特征向量上进行“滑动“，对窗口中的所有字符对应的特征向量元素做矩阵计算，最终得到新的输出作为特征C。特征ci是由一个滑动窗口中的字符对应的特征向量vi:i+h-1通过公式公式4.4计算得到的。其中b为偏置项，f是一个非线性函数。卷积神经网络的窗口大小也就是卷积核的大小，卷积核不断滑动直到遍历整个输入矩阵，将输入通过计算加权和的方式对输入数据做处理。而输入数据是否能进入窗口扫描的区域直接决定了数据经过卷积核的计算后的输出结果，所以卷积核的尺寸直接决定了新的特征C汇聚了多少输入特征。如果是深度神经网络（DNN），那么使用标准的全连接层产生的参数个数就会大大增多，每个输出都是所有输入数据的加权求和得到的结果。但卷积操作的话只允许用filter\_size\*filter\_size个参数来实现这个变换，每个输出特性并不需要“利用”每个输入特征，而只“利用”来自大致相同位置（周边位置）的输入特征。

最终通过滑动窗口使所有的特征向量经过卷积操作得到了特征c=[c1, c2, ..., cn-h+1]作为卷积层的输出。

## 4.4 残差卷积块

残差学习将低层的信息直接与高层的信息进行联接来消除深层网络中的梯度消失问题，本文中的残差卷积块就是利用了快捷连接（shortcut connections）对卷积层的输出进行处理。

每个残差卷积块是一个由2层卷积神经网络组成的序列，所有卷积神经网络中的卷积核大小都为h，每层卷积神经网络后还接了一个ReLU激活函数。ReLU激活函数常在训练神经网络时作为中间隐藏层的一种激活函数，其表达式为公式4.9。相比于最常用的Sigmoid激活函数，由于优化参数时一般会用到误差反向传播算法，要对激活函数进行求导，而Sigmoid激活函数的导数表达式为公式4.10，对应的图形如图4.5所示。

图4.5

由图可以看出Sigmoid激活函数的导数从0开始后很快就会趋近于0，容易产生“梯度消失”现象，而ReLU激活函数就不会存在这样的情况，它的导数表达式为公式4.11，对应的图形如图4.6所示。

图4.6

使用ReLU作为激活函数的好处有：

1. 单侧抑制。即使所有的负值都变为0，而正值的数值不变。正因为ReLU的单侧抑制才使得神经网络中的神经元具有了稀疏激活性，也就是说当模型的层数增加了N倍后，ReLU神经元的激活率将降低2的N次方倍。
2. 对于线性函数而言，ReLU的表达能力更强，尤其在网络很深的情况下。
3. 对于非线性函数而言，ReLU由于非负区间的梯度为常数，所以不存在梯度消失的问题，而且模型的收敛速度维持在一个比较稳定的状态。

设残差卷积块中的2层卷积神经网络的卷积过滤器分别为w1和w2，公式4.5。第一个卷积过滤器（filter）：公式4.6。第二个卷积过滤器：公式4.7.

其中b1和b2都是偏置项。最后再通过残差学习操作：公式4.8。

本文实现的模型中使用了9个这样的残差卷积块，进行了一系列的卷积+残差连接的操作后最后得到的特征矩阵仍记为C。

## 4.5 最大池化层

对残差卷积块得到的特征c采用最大池化操作，得到每个特征c对应的最大值max{c}。由于每个过滤器都可以提取一个特征，所以共提取到m个特征（本文中m为32）。

## 4.6 输出层

模型的输出层是一个全连接的Softmax层，输入为最大池化层中提取出来的m个特征，输出的是通过使用Dropout进行全连接得到的关系的概率分布。

## 4.7 实验

本节实验将从实验数据、实验评价标准、模型训练、模型参数设置、不同模型的性能对比等方面详细介绍整个实验的实现过程及结果分析。

## 4.7.1 实验数据

本文中信息抽取的两个子任务命名实体识别和关系抽取所用的实验数据是同一批数据，都是根据3.6.1中的爬虫得到的金融领域上市公司相关的文本数据。由于关系抽取任务的人工标注相对于命名实体识别任务的人工标注而言更加困难和耗时，所以本文采用了远程监督的方法来扩充人工标注的关系抽取语料。在经过数据清洗、人工标注和使用远程监督后共有154340条可供训练的数据样本，经过人工筛选，共选出33种关系作为关系抽取模型的关系标签，表4.1为关系标签列表。

|  |
| --- |
| unknown 0  实际控制人 1  主营业务 2  子公司 3  合作伙伴 4  一致行动人 5  收购 6  调查 7  处罚 8  法人 9  行业 10  关联关系 11  高管 12  供应商 13  监事 14  总统 15  重组 16  下属公司 17  附属公司 18  夫妻 19  执行事务合伙人 20  股东 21  股权转让 22  质押 23  设立 24  创始人 25  董事 26  成立 27  地址 28  曾用名 29  CEO 30  职工 31  亲属 32  并购 33 |

表4.1 关系标签列表

其中没有关系的两个实体间的关系设为unknown。最后得到的输入数据的格式如图4.5所示。

|  |
| --- |
| 金力泰 吴国政 股东 金力泰公告，12月13日，公司控股股东、实际控制人吴国政先生协议转让给柯桥领英的公司47034000股无限售条件流通股 （占公司总股本10.00％）已完成了过户登记手续  金力泰 吴国政 实际控制人 金力泰公告，12月13日，公司控股股东、实际控制人吴国政先生协议转让给柯桥领英的公司47034000股无限售条件流通股 （占公司总股本10.00％）已完成了过户登记手续  吴国政 柯桥领英 股权转让 金力泰公告，12月13日，公司控股股东、实际控制人吴国政先生协议转让给柯桥领英的公司47034000股无限售条件流通股 （占公司总股本10.00％）已完成了过户登记手续  艾迪西 申通快递 收购 艾迪西收购申通快递100%股权过户完成；2、科林环保拟以自筹资金5000万元设立全资子公司；3、勤上光电全资子公司拟筹划股权收购事宜，13日起停牌……科林环保午间公告称，公司为满足业务发展的需要，拟向控股股东重庆东诚瑞业投资有限公司（以下简称“东诚瑞业”）借款，借款总额不超过2500万元，借款利率为4.75%，借款期限为12个月，在借款到期时一次性还本付息，若提前归还借款时，应按实际使用时间付息。 |

图4.5 关系抽取模型的输入文本示例

将154340条数据按训练集、验证集、测试集比例为3:1:1进行切分后，训练集、验证集、测试集的样本数量分别为92604、30868、30868条数据。

## 4.7.2 实验评价标准

本文的实验中采用准确率（Precision）、召回率（Recall）和F1值作为模型的评价指标。其中准确率是指模型预测正确的实体个数占模型预测的所有实体个数的比例，而召回率是指模型预测正确的实体个数占样本中含有的实体总数的比例，FI值则是准确率和召回率的调和平均数：公式3.11。

## 4.7.3 模型训练的实现

针对模型的输入文本，先定义一个DataManager类，用来处理输入数据，如图4.6所示。

|  |
| --- |
| class DataManager:      def \_\_init\_\_(self, sequence\_length):          self.word\_vector\_dim = 0          self.sequence\_length = sequence\_length          self.word2index = {}          self.index2vector = []          self.relations = {}          self.bags\_test = {}          self.training\_data = []          self.load\_word2vec()          self.load\_relations()      def load\_word2vec(self):          word\_vector = list(open("../../origin\_data/vec.txt", 'r', encoding='utf-8').readlines())          del word\_vector[0]          word\_vector = [s.split() for s in word\_vector]          self.word\_vector\_dim = len(word\_vector[0]) - 1          self.word2index["UNK"] = 0          self.index2vector.append(np.zeros(self.word\_vector\_dim))          index = 1          for vec in word\_vector:              a = np.zeros(self.word\_vector\_dim)              for i in range(self.word\_vector\_dim):                  a[i] = float(vec[i+1])              self.word2index[vec[0]] = index              self.index2vector.append(a)              index += 1          print("word total=\t", len(self.index2vector))          print("word dimension=\t", self.word\_vector\_dim)      def load\_relations(self):          relation\_data = list(open("../../origin\_data/relation2id\_company.txt", 'r', encoding='utf-8').readlines())          relation\_data = [s.split() for s in relation\_data]          for relation in relation\_data:              r = Relation(relation[0], int(relation[1]))              self.relations[relation[0]] = r          for r in self.relations:              self.relations[r].generate\_vector(len(self.relations))          print("relationTotal:"+str(len(self.relations)))      def load\_training\_data(self, filename="../../origin\_data/train\_total.txt"):          print("start loading training data.")          print("===============")          training\_data = list(open(filename, 'r', encoding='utf-8').readlines())          training\_data = [s.split(' ') for s in training\_data]          for data in training\_data:              en1 = data[0]              en2 = data[1]              if data[2] not in self.relations:                  relation = self.relations["unknown"]              else:                  relation = self.relations[data[2]]              # sent = list(jieba.cut(data[3], cut\_all=True))              sent = self.cut\_word(data[3])              s = Sentence(en1, en2, relation, sent)              self.training\_data.append(s)          return self.training\_data      def load\_testing\_data(self):          print("start loading test data.")          print("===========")          testing\_data = list(open("../../origin\_data/test\_total.txt", 'r', encoding='utf-8').readlines())          testing\_data = [s.split() for s in testing\_data]          for data in testing\_data:              en1 = data[0]              en2 = data[1]              if data[2] not in self.relations:                  relation = self.relations["unknown"]              else:                  relation = self.relations[data[2]]              # sent = list(jieba.cut(data[3], cut\_all=True))              sent = self.cut\_word(data[3])              s = Sentence(en1, en2, relation, sent)              if data[0]+"\t"+data[1] not in self.bags\_test:                  self.bags\_test[en1+" "+en2] = [s]              else:                  self.bags\_test[en1+" "+en2].append(s)          return self.bags\_test |

图4.6 DataManager类的具体实现

在读取数据后就开始进入模型训练：建立模型、设置步长、选择优化函数、计算梯度等，如图4.7所示。

|  |
| --- |
| print("Start Training")  with tf.Graph().as\_default():      session\_conf = tf.ConfigProto(        allow\_soft\_placement=FLAGS.allow\_soft\_placement,        log\_device\_placement=FLAGS.log\_device\_placement)      sess = tf.Session(config=session\_conf)      with sess.as\_default():          cnn = RECnn(              FLAGS.sequence\_length,              len(datamanager.relations),              FLAGS.embedding\_dim,              5,              list(map(int, FLAGS.filter\_sizes.split(","))),              FLAGS.num\_filters,              FLAGS.l2\_reg\_lambda)          # Define Training procedure          global\_step = tf.Variable(0, name="global\_step", trainable=False)          optimizer = tf.train.AdamOptimizer(1e-3)          grads\_and\_vars = optimizer.compute\_gradients(cnn.loss)          train\_op = optimizer.apply\_gradients(grads\_and\_vars, global\_step=global\_step)          saver = tf.train.Saver(tf.global\_variables())          print("Initialize variables.")          sess.run(tf.global\_variables\_initializer())          def train\_step(x\_batch, y\_batch, p1\_batch, p2\_batch):              feed\_dict = {                cnn.input\_x: x\_batch,                cnn.input\_y: y\_batch,                cnn.input\_p1: p1\_batch,                cnn.input\_p2: p2\_batch,                cnn.dropout\_keep\_prob: FLAGS.dropout\_keep\_prob              }              \_, step, loss, accuracy = sess.run(                  [train\_op, global\_step, cnn.loss, cnn.accuracy],                  feed\_dict)              # time\_str = datetime.datetime.now().isoformat()              # print("{}: step {}, loss {:g}, acc {:g}".format(time\_str, step, loss, accuracy))              return loss |

图4.7 模型训练的具体实现

在模型训练中，RECnn()就是本文所述的关系抽取模型的结构，具体实现如图4.8所示。

|  |
| --- |
| class RECnn(object):      def \_\_init\_\_(        self, sequence\_length, num\_classes,        embedding\_size, position\_size, filter\_sizes, num\_filters, l2\_reg\_lambda=0.0):          with tf.device('/cpu:0'):              self.input\_x = tf.placeholder(tf.float32, [None, sequence\_length, embedding\_size], name="input\_x")              self.input\_p1 = tf.placeholder(tf.int32, [None, sequence\_length], name="input\_p1")              self.input\_p2 = tf.placeholder(tf.int32, [None, sequence\_length], name="input\_p2")              self.input\_y = tf.placeholder(tf.float32, [None, num\_classes], name="input\_y")              self.dropout\_keep\_prob = tf.placeholder(tf.float32, name="dropout\_keep\_prob")              self.l2\_loss = tf.constant(0.0)              with tf.name\_scope("position-embedding"):                  W = tf.Variable(tf.random\_uniform([141, 5],                       minval=-math.sqrt(6/(3\*position\_size+3\*embedding\_size)),                       maxval=math.sqrt(6/(3\*position\_size+3\*embedding\_size))),                       name="W")                  self.input\_x\_p1 = tf.nn.embedding\_lookup(W, self.input\_p1)                  self.input\_x\_p2 = tf.nn.embedding\_lookup(W, self.input\_p2)                  self.x = tf.concat([self.input\_x, self.input\_x\_p1, self.input\_x\_p2], 2)                  # 添加一维，作为output\_channel，shape为[batch\_size,sequence\_length,embedding\_size+2\*position\_size,1]                  self.embedded\_chars\_expanded = tf.expand\_dims(self.x, -1)              pooled\_outputs = []              for i, filter\_size in enumerate(filter\_sizes):                  with tf.name\_scope("conv-maxpool-%s" % filter\_size):                      # Convolution Layer                      print(filter\_size)                      filter\_shape = [filter\_size, embedding\_size+2\*position\_size, 1, num\_filters]                      W = tf.Variable(tf.truncated\_normal(filter\_shape, stddev=0.1), name="W")                      b = tf.Variable(tf.constant(0.1, shape=[num\_filters]), name="b")                      conv = tf.nn.conv2d(                          self.embedded\_chars\_expanded,                          W,                          strides=[1, 1, 1, 1],                          padding="VALID",                          name="conv")                      # Apply non-linearity, shape of h is [batch\_size, sequence\_length-2, 1, num\_filters]                      h = tf.nn.relu(tf.nn.bias\_add(conv, b), name="relu")                      self.l2\_loss += tf.nn.l2\_loss(W)                      self.l2\_loss += tf.nn.l2\_loss(b)                      # nine convolution layers                      for i in range(3):                          h2 = self.Cnnblock(num\_filters, h, i)                          h = h2+h                      pooled = tf.nn.max\_pool(                          h,                          ksize=[1, sequence\_length - filter\_size + 1, 1, 1],                          strides=[1, 1, 1, 1],                          padding='VALID',                          name="pool")                      pooled\_outputs.append(pooled)              num\_filters\_total = num\_filters \* len(filter\_sizes)              self.h\_pool = tf.concat(pooled\_outputs, 3)              self.h\_pool\_flat = tf.reshape(self.h\_pool, [-1, num\_filters\_total], name="hidden\_feature")              with tf.name\_scope("dropout"):                  self.h\_drop = tf.nn.dropout(self.h\_pool\_flat, self.dropout\_keep\_prob)              with tf.name\_scope("MLP"):                  W0 = tf.Variable(tf.truncated\_normal([num\_filters\_total, num\_filters\_total], stddev=0.1), name="W0")                  b0 = tf.Variable(tf.constant(0.1, shape=[num\_filters\_total]), name="b0")                  h0 = tf.nn.relu(tf.nn.xw\_plus\_b(self.h\_drop, W0, b0))                  self.l2\_loss += tf.nn.l2\_loss(W0)                  self.l2\_loss += tf.nn.l2\_loss(b0)                  W1 = tf.Variable(tf.truncated\_normal([num\_filters\_total, num\_filters\_total], stddev=0.1), name="W1")                  b1 = tf.Variable(tf.constant(0.1, shape=[num\_filters\_total]), name="b1")                  self.h1 = tf.nn.relu(tf.nn.xw\_plus\_b(h0, W1, b1))                  self.l2\_loss += tf.nn.l2\_loss(W1)                  self.l2\_loss += tf.nn.l2\_loss(b1)              with tf.name\_scope("output"):                  W = tf.get\_variable(                      "W",                      shape=[num\_filters\_total, num\_classes],                      initializer=tf.contrib.layers.xavier\_initializer())                  b = tf.Variable(tf.constant(0.1, shape=[num\_classes]), name="b")                  self.l2\_loss += tf.nn.l2\_loss(W)                  self.l2\_loss += tf.nn.l2\_loss(b)                  self.scores = tf.nn.xw\_plus\_b(self.h1, W, b, name="scores")                  self.predictions = tf.argmax(self.scores, 1, name="predictions")              with tf.name\_scope("loss"):                  losses = tf.nn.softmax\_cross\_entropy\_with\_logits(logits=self.scores, labels=self.input\_y)                  self.loss = tf.reduce\_mean(losses) + l2\_reg\_lambda \* self.l2\_loss              with tf.name\_scope("accuracy"):                  correct\_predictions = tf.equal(self.predictions, tf.argmax(self.input\_y, 1))                  self.accuracy = tf.reduce\_mean(tf.cast(correct\_predictions, "float"), name="accuracy")      def Cnnblock(self, num\_filters, h, i):          W1 = tf.get\_variable(              "W1\_"+str(i),              shape=[3, 1, num\_filters, num\_filters],              initializer=tf.contrib.layers.xavier\_initializer\_conv2d())          b1 = tf.Variable(tf.constant(0.1, shape=[num\_filters]), name="b1\_"+str(i))          conv1 = tf.nn.conv2d(              h,              W1,              strides=[1, 1, 1, 1],              padding="SAME")          h1 = tf.nn.relu(tf.nn.bias\_add(conv1, b1), name="relu1")          self.l2\_loss += tf.nn.l2\_loss(W1)          self.l2\_loss += tf.nn.l2\_loss(b1)          # W2 = tf.Variable(tf.truncated\_normal([3, 1, num\_filters, num\_filters], stddev=0.1), name="W2")          W2 = tf.get\_variable(              "W2\_"+str(i),              shape=[3, 1, num\_filters, num\_filters],              initializer=tf.contrib.layers.xavier\_initializer\_conv2d())          b2 = tf.Variable(tf.constant(0.1, shape=[num\_filters]), name="b2\_"+str(i))          conv2 = tf.nn.conv2d(              h1,              W2,              strides=[1, 1, 1, 1],              padding="SAME")          h2 = tf.nn.relu(tf.nn.bias\_add(conv2, b2), name="relu2")          self.l2\_loss += tf.nn.l2\_loss(W2)          self.l2\_loss += tf.nn.l2\_loss(b2)          return h2 |

图4.8 RECnn模型结构的具体实现

## 4.7.4 模型参数设置

本章所述模型的超参数具体设置如表4.2所示。

|  |  |
| --- | --- |
| 参数名称 | 参数大小 |
| 卷积核大小(filter\_size) | 3 |
| 字向量维度 | 100 |
| 相对位置向量维度 | 5 |
| 最大相对位置 | 50 |
| 最小相对位置 | 50 |
| 过滤器数量 | 32 |
| Batch\_size | 32 |
| 学习率 | 0.001 |
| Dropout比例 | 0.5 |

表4.2 关系抽取模型超参数设置

卷积核的大小决定了在卷积操作中滑动窗口每次“滑过”的特征数量，也就等于决定了一次可以对多少个特征进行计算；字向量是用的本文所涉及的金融领域信息抽取任务的预训练字向量；过滤器数量表明可以对输入信息进行多少种特征计算；学习率可以控制模型的学习进度，如果学习率过大容易震荡且损失值很大，如果学习率过小容易产生过拟合且收敛速度太慢。本文主要通过这几个参数的对比实验来确认不同参数对模型效果的影响，实验采用F1值作为模型性能的评价标准，实验结果如表4.3所示。

|  |  |
| --- | --- |
| 参数设置 | F1值 |
| 卷积核大小=3，过滤器数量=50，  学习率=0.001 | 69.24 |
| 卷积核大小=3，过滤器数量=50，  学习率=0.005 | 68.96 |
| 卷积核大小=3，过滤器数量=50，  学习率=0.01 | 66.32 |
| 卷积核大小=5，过滤器数量=50，  学习率=0.001 | 66.07 |
| 卷积核大小=5，过滤器数量=50，  学习率=0.005 | 64.23 |
| 卷积核大小=5，过滤器数量=50，  学习率=0.01 | 62.18 |
| 卷积核大小=7，过滤器数量=50，  学习率=0.001 | 61.34 |
| 卷积核大小=7，过滤器数量=50，  学习率=0.005 | 59.35 |
| 卷积核大小=7，过滤器数量=50，  学习率=0.01 | 58.27 |
| 卷积核大小=3，过滤器数量=100，  学习率=0.001 | 63.45 |
| 卷积核大小=3，过滤器数量=200，  学习率=0.001 | 63.26 |

表4.3 不同超参数下模型的测试结果

根据前9行实验对比可以发现，当卷积核大小为3，学习率为0.001时模型的表现效果更好，所以最后2行直接使卷积核大小为3、学习率为0.001来对比过滤器的数量。最后可以发现当过滤器数量为50的时候，模型的表现效果更好，最终得到了表4.2中的超参数设置。

## 4.7.1 不同模型的性能对比

本文除了对比了ResCNN中不同的超参数对模型效果的影响，在本章节还对比了ResCNN外别的模型在相同输入和条件下的性能进行模型评估，其它的模型包括：CNN、CNN+Attention，实验的评价标准为模型的F1值，实验结果如表4.4所示。

|  |  |
| --- | --- |
| 模型名称 | F1值 |
| ResCNN | 69.24 |
| CNN | 53.37 |
| CNN+Attention | 65.48 |

表4.4 不同模型在相同输入下的性能对比

可以看出，由于关系类别较多以及语料数量较少的原因，模型的表现效果都不是特别好，不过相对而言ResCNN比CNN以及CNN+Attention的性能更加优秀。随着人工标注数据的不断增多结合一些人为制定的规则，关系抽取的效果会越来越好、

## 4.8 本章小结

本章主要介绍了本文实现信息抽取任务中关系抽取子任务的模型设计细节和详细的实现过程，并把实验结果与一些该任务中常用的方法做了对比分析，并分析了各个参数对模型最终效果造成的影响以及模型最后选取的参数。

# 第五章 总结与展望

## 5.1 总结

本文以上海某大数据人工智能公司的知识图谱产品中的信息抽取模块为背景，介绍了该项目中信息抽取模块的两个子任务命名实体识别和关系抽取的研究现状，综述了基于深度学习的信息抽取任务所涉及的相关技术，包括：词向量、双向长短时记忆模型、深度残差网络、注意力机制和远程监督。阐述了文本所选择模型的详细设计和具体实现。

在模型选择方面，命名实体识别模型在对比了BiLSTM+CRF、CRF、LSTM、BiLSTM在数据集上的表现后，本文选择了BiLSTM+CRF的模型。

## 5.2 进一步工作展望

由于项目的研发时间较短，所以关系抽取模型的效果相对来说还比较一般，希望在未来的时间里有机会在现有模型的基础上进行更多地尝试：

1. 加入Attention机制；
2. 利用PCNN代替CNN；
3. 利用新的损失函数。

# 
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