**Inteligência Artificial e Direitos**

Existem 3 leis criadas para a Inteligência Artificial, estas regras foram criadas em 1950 por Isaac Asimov.

1º lei: Um robô não pode ferir um humano ou permitir que um humano sofra algum mal.

2 º lei: Os robôs devem obedecer às ordens dos humanos, exceto nos casos em que essas ordens entrem em conflito com a primeira lei.

3º lei: Um robô deve proteger sua própria existência, desde que não entre em conflito com as leis anteriores.

Mas o que impede de um robô fazer algo como em matrix, aonde ele pode perceber que isso não é um mal para os humanos?

E com os avanços tecnológicos estão sendo criados robôs que aprendem coisas novas conforme a sua existência. Ele poderia muito bem chegar em tal evolução e encontrar uma forma de “burlar” essas leis que lê foram passadas e como aconteceu com o Ultron em vingadores, que em apenas minutos na internet percebeu que o mal do mundo são os humanos, qual seriam os critérios para que não houvesse nenhuma revolta das EAs?

Ou até mesmo o que impediria um programador de criar um robô sem essas leis ou hackear um robô e mudalas?