#chatGPT#

问题：如何评价 ChatGPT ？会取代搜索引擎吗？

只是一个很有趣的玩具，但代替不了搜索引擎。

你需要搜索引擎做的，绝不是帮你思考，而是请它比较机械的拿到与你的搜索请求匹配的相关资料，由你来完成这个思考工作。

不但如此，这个“相关性算法”还必须要简单、直观、透明。

简单透明到这样一个程度——如果我发现你没有拿到我想要的资料，我可以非常单纯的认定只可能是我的关键词需要重新选择或者这个信息干脆不存在，而不能在任何意义上怀疑“资料本身存在，但是被你的“个人判断”给去除了”。

第二个关键的问题，是“只是告诉我结论，隐去了思考过程”这样的做法。

搜索引擎所需要做的是帮助人思考而非代替人思考。

无论提供结论的对象有多高明和伟大，你永远也不应该直接将其结论当成真理，而必然要检查其得出结论的过程。

而这时候你会发现人工智能至关重要的缺陷——

它可以提供结论，但却没有办法提供过程。

它实际上是依靠见多识广而听说“**1+1=2**”，而非原理性的知道1+1到底应该等于几。

如果它将过程告诉你，几乎永远是“我听张三李四王五孙九说是这样，虽然赵六钱七说不是，但我不咋信ta们”。

这样的过程所得出的结论，其实并不具有可用性。
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Q: 我很担心这个ai的未来，是让小部分人拓展思路提高效率的同时让大部分人变成不需要动脑只要个答案的肉鸡，而且配合上机器人水军，它可以创造铺天盖地的舆情洪流

A: 这更好，可以教育人“必须掌握怀疑的技术”。

否则ai会成为你的主人

真到用的时候你就知道了，其实你不太敢用它搞搜索。

---

Q: 面对一个结论，AI甚至他人都无法代替自己完成推导的过程，可推导这一步不可缺少[赞同]。

我当下看到的某个结论其实远不是它本身，只有去追问、补全推导过程与在实践中检验才能进一步理解某个结论。

“学无止境”诚不欺我。
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Q: 实际上大部分人的思考方式和ai是一样的。真的要手推所有的证明才能算和ai有区别的话，首先你无法知道给你的证明是否完备，其次你也不可能有这么多时间去推这些证明，最后还是会变成“因为这些人是权威，他们有定理理，所以我相信他们的定理而不是另一群人”这样子。

A: 问题是，人做的判断，有人负责。

AI做的判断，可没人来负责。
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Q: 谷歌的那篇chain of thought就是在往这方面做了

A: 差得远。很多问题的关键是没有合适的建模手段。
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